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Preface

Wherever possible, efforts were made to utilize the same style guide and form that drive the JTA
document. Comment templates for updating the document were also derived from, and are basi-
cally the same as those used in managing the JTA document. For more information on the TRM
User Guide, see the DoD TRM web site: http://www-trm.itsi.disa.mil

These addresses will provide additional information on documents cited in the DoD TRM and
DoD TRM User Guide. In addition, the DoD TRM Web site has direct active links to these sites.

As of this version of the DoD TRM User Guide, an updated DoD TRM Version 2.0 Draft is cur-
rently under DoD coordination review. The next version of the DoD TRM User Guide and case
studies will reflect all DoD TRM Version 2.0 changes. The current update of the DoD TRM docu-
ment should not have any impact on User Guide development.

SAE http://www.sae.org

C4ISR http://www.c3i.osd.mil/org/cio/i3/AWG_Digital_Library.index.html

JTADG http://www-jta.itsi.disa.mil/jta/jtadg/index.html

(password required)

DII COE http://dod-ead.mont.disa.mil/cm/cm_page.html

TASG http://www-jta.itsi.disa.mil/jta/tasg/index.html

(password required)

WSTAWG http:/wstawg.army.mil/

http://www.sae.org
http://www.c3i.osd.mil/org/cio/i3/AWG_Digital_Library.index.html
http://www-jta.itsi.disa.mil/jta/jtadg/index.html
http://dod-ead.mont.disa.mil/cm/cm_page.html
http://www-jta.itsi.disa.mil/jta/tasg/index.html
http:/wstawg.army.mil/
http://www-trm.itsi.disa.mi
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Section 1.0:  Introduction

1.1 Introduction to the User Guide

The DoD Technical Reference Model (DoD TRM) User Guide is to be used with the DoD TRM 
document.  The User Guide provides added insight into a number of areas that are not elaborated 
in the DoD TRM document:

• How to use the DoD Technical Reference Model

• Insight into examples and case studies

• Different applications of the DoD TRM

• How to interpret and use model service and interface categories

• Contrasts and identifies the relationships between the DoD TRM document and  other 
related documents (e.g., Joint Technical Architecture [JTA], Defense Information 
Infrastructure Common Operating Environment [DII COE]; Command, Control, 
Communications, Computers, Intelligence, Surveillance, and Reconnaissance 
Architecture Framework [C4ISR AF])

• Methodology for applying the DoD TRM

The examples and case studies provided in this guide are summary in nature and represent an 
encapsulated view of the interoperability and open systems issues addressed.  In the interests of 
keeping the User Guide manageable and due to the extensive elaboration of certain service/
interface descriptions contained in the DoD TRM, service and interface descriptions are also 
abbreviated. The DoD TRM should be referenced for the complete definition of a service or 
interface.  DoD Memorandum March 21, 2000, Subject-DoD Technical Reference Model (DoD 
TRM), Version 1.0 and DoD Memorandum November 29, 1999, Subject-DoD Joint Technical 
Architecture Version 3.0 contained in Appendix A should be consulted for amplifying guidance.
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Section 2.0:  Purpose

The DoD TRM User Guide is promulgated to provide knowledge and insight in using the DoD 
TRM to address and resolve a variety of interoperability, portability, and open system issues.  The 
purpose is to impart an understanding of how the model provides a foundation for developing 
technical and operational architectures, for defining services and interfaces, and when to invoke 
or use a particular model view (i.e., service or interface or both).  Use of the DoD TRM and this 
guide promotes the development and fielding of systems that will support joint and combined 
operations interoperability, as well as information systems interoperability.

In the past, interoperability between DoD systems has not be addressed in a uniform and 
consistent manner in seeking effective solutions.  The importance of battlefield interoperability 
and the ability of systems to exchange information is recognized as a decisive advantage in 
military operations and mandated in key DoD policy, regulations, memoranda, and directives: 
5000.1 and .2-R; DoD 4630.5 and .8R (see Appendix A).  Under revised policy mandates (CJCSI 
3170-01A), interoperability has been defined as a key performance parameter (KPP), and must 
also be considered in mission unique systems since their products or components may be used 
elsewhere in the battlefield.

The model is not an end in itself nor is it an architecture.  It is an aid to developing architectures 
and addressing a broad range of interoperability and open system issues.  Additionally, the model 
can be used to support reuse and portability issues that are often intertwined with interoperability 
in the development of architectures, migration of systems, and legacy systems.

The scope of the DoD TRM is sufficiently broad to assist in addressing a wide range of problems 
and system configurations.  The model does not restrict a user to specific system architectures, but 
rather supports distributed, networked, multi-tiered, single and multi-platform configurations and 
variants thereof.

A major theme to be reiterated throughout this guide and the DoD TRM document itself is that:

While the model is not formally mandated in all acquisitions, consistent use of service and 
interface definitions contained in the DoD TRM document is essential if interoperability is to be 
achieved.  In this manner the warfighter can achieve a higher degree of interoperability across 
systems that can effectively fulfill mission requirements.  Therefore, a key interoperability and 
open system requirement to be stressed in developments is to utilize the model’s definitions first, 
before attempting to develop new ones. Use of model definitions and classes provides further 
assurance to other DoD stakeholders that a common foundation is being used across a broad range 
of DoD applications and the operational environment.

The DoD TRM is the foundation for both the JTA and DII COE.  Service categories contained in 
the latter two programs are derived from the DoD TRM definitions  Initiatives aimed at 
developing tailored or model variants thereof (e.g., functional model) should first draw from the 
structure and definitions contained in the DoD TRM in order to maintain the same consistency of 
service or interface definitions throughout DoD.
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The more focused audience for use of the model falls into several basic categories:

A. Acquisition  Users and Responders: 

Acquisition Users represent the developers of procurements, work packages and 
Requests for Proposals (RFPs), Statements of Work (SOW), source selection and con-
tract support personnel.  These individuals require knowledge of how to exploit the 
DoD TRM to aid them in making source selections and identifying effective deliver-
ables in their solicitations.  Contractors (Responders) responding to RFPs need to 
understand how to utilize the DoD TRM to make their proposals more responsive to 
interoperability requirements, and demonstrate how they understand the Govern-
ment’s needs.

B. Program Managers

Program Managers (PMs) who have interoperability and portability requirements lev-
ied on their system development or programs.  PMs need to know how the DoD TRM 
can assist them in making informed decisions and trade-offs, how to satisfy require-
ments,  and how keep their programs within cost and schedule.  Current stovepipe 
funding methods create problems for Program Managers since additional funds to 
support interoperability requirements are not necessarily provided.  PMs must negoti-
ate with other PMs to resolve many interoperability issues. The more interfaces a sys-
tem has in its operational environment, the more complex the interoperability issues.    

It is recognized that PMs will not necessarily be the ones to directly involve them-
selves in many of these issues, but that their staff members will be designated as the 
action officers for interoperability issues.  In many cases these technically oriented 
individuals are enlisted from the ranks of the laboratories that support the PMs and 
augment their staffs. 

C. CIOs, Architects 

Chief Information Officers and Architects include individuals that have requirements 
to: build different architecture views (i.e., technical and operational); develop archi-
tectural frameworks to support their organization’s information technology infrastruc-
ture (e.g., standards profiles, reference models); select standards, technology and 
products.  In order to structure their organization’s infrastructure, knowledge of how 
to tailor and select appropriate model views, and knowledge of model views must all 
be known. 

D. Technology/Technical Specialists

These individuals have requirements to address the selection of standards and technol-
ogy, develop standards compliance plans, develop migration plans, make tradeoffs 
and resolve interoperability conflicts.  These users must be able to utilize the DoD 
TRM to its fullest extent and work closely with CIO type personnel.  These users 
include system engineers, technology officers, test personnel, and other technical spe-
cialists.
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The above individuals can be found in both the Government and industry communi-
ties.  These individuals must understand the relationships between the DoD TRM and 
other initiatives and models that rely on the DoD TRM as a foundation piece, such as 
the Joint Technical Architecture and Defense Information Infrastructure, and other 
programs such as the DoD(C4ISR) Architecture Framework, and the Levels of Infor-
mation Systems Interoperability (LISI) Model. [Clarifying Note:  The DoD TRM is 
used prior to development of an architecture and assists in the development of archi-
tectures or standards profiles (i.e., before the fact). The LISI model, as opposed to the 
DoD TRM, is used once a system has been developed to establish its level(s) of 
interoperability (i.e., after the fact). The models complement each other and do not 
compete in the same functional space.]  
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Section 3.0:  When to Use the DoD TRM 

3.1   Applying the DoD TRM 

The model is to be used when addressing the following interoperability issues:

• When consistent and extensive service and interface terminology is required to address 
or describe an interoperability issue

• When functional analysis is to be performed and similar functions must be compared, 
matched, assessed or evaluated with other functions either within the same system or 
between disparate systems

• When mappings of services and interfaces are to be performed for the purpose of com-
paring functionality, products or standards

• When addressing migration issues that require knowledge of existing  functionality, 
services and interfaces

• In developing standards profiles that must be categorized against a set of services and 
interfaces

• In developing different architecture views (e.g., technical, operational, system)

• In performing standards assessments to determine the degree of similarity, difference, 
non-applicability, completeness, orthogonality, or conflict within a standard or across 
standards

• In assessing products for incorporation into a system or for replacement of system 
components

• In assessing new technologies relative to the services or interfaces  provided, and those 
that are impacted by the new or replacement technology 

• When tailored model views (domain specific models) are required to support an enter-
prise or weapon system functional area

• When a framework is needed to support diverse platform configurations (e.g., client-
server, networked, single and multi-processor configurations) and a representation of 
the services provided and interfaces contained within them must be developed

The model can be used to address a range of technical architecture developments, interoperability,
and open system issues.  Further insight into architectural configurations can be found in the
C4ISR Architecture Framework (C4ISR AF) document.  In developing a technical architecture,
the basic approach to using the model is to initially utilize the definitions and relationships estab-
lished in the DoD TRM document rather than “invent” or develop new ones. When new services
or interfaces are required, these should be forwarded to the TRMWG for consideration and incor-
poration into the next version of the DoD TRM document.

Rather than invent new service categories, users are urged to work within existing definitions
(e.g., elaborate on lower-level or sub-services).  For example, the many different types of design
automation tools and features (sub-services) that can be included are too numerous to identify
under “Engineering Support Services.”  Similarly, the many different types of “Communications
Services” that can be included in this respective category are also too numerous to define, unless
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such elaboration is required in the architecture under development.  However, new services and
interfaces not defined within the DoD TRM may be identified and included in a tailored view.

A company specializing in object-oriented products and technology, for example, may elect to
highlight all of the object services into one object service category for product development pur-
poses.  The object services described in the DoD TRM’s “Distributed Computing Services, User
Interface Services, and Data Interchange Services,” can all be grouped into one major category
called Object Services to suit their needs.  This is legitimate as long as the following are observed:

1. Rationale for the establishment of such a class is clearly documented, in the tailored
model description.

2. The definitions contained in the new class are those basically derived from or
defined in the DoD TRM set of definitions.

3. The new service category is defined clearly and with the same service or interface
conventions used in the DoD TRM (i.e., remain within the same entity level).  Ratio-
nale for entity level deviations must also be documented.

A listing of DoD TRM services and interfaces is contained in Appendix B.  Answers to 
common questions about the TRM are in Appendix C.

3.2  Establishing Common Links

Definition: “Interoperability is the ability of two or more systems or components to 
exchange and use information .  The ability of systems, units, or forces to provide or 
receive services from other systems, units, or forces, and to use the services so inter-

changed to enable them to operate effectively together.” 1   

If the optimum degree of interoperability or openness is to be achieved across the enterprise, an
accurate and consistent means or conversion to common units across systems and functions must
be found to enable effective comparisons.  Translations to a common denominator would thus
enable accurate comparisons between requirements and systems, enterprise and system function-
ality, system and interface standards, and any reusable products.  These common denominators
should be identified as early as possible prior to system implementation,  (i.e., at the enterprise or
system requirements level). The DoD TRM and its set of service and interface definitions pro-
vides a framework for establishing the common denominators required to enable comparisons
between functions, standards, and hardware and software components. 

Establishment of the common denominators, (i.e., DoD TRM common services and  interfaces to
be used in addressing an issue), would facilitate the identification of interoperability points in the
enterprise, environment, and within the systems. An additional benefit of using the DoD TRM is
the ability to decompose interfaces and services so as to converge on critical interoperability
issues in a timely and consistent manner.  

1. IEEE 610.12
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Section 4.0: How to Use the DoD Technical Reference Model

The DoD TRM is to be used in conjunction with an architecture development methodology, and is 
methodology independent.  The model can be used to address interoperability issues in an existing 
or legacy environment, as well as in a new system development.  The activities defined within the 
three steps are sufficiently generic that they support the development and tailoring of operational, 
technical, and system level architectures into more specific organizational and functional 
architecture views.  The approach presented in the steps also provides insight into the 
development of migration strategies, legacy system development, or system enhancement 
approaches. 

Within DoD and industry a number of standards-based architecture methodologies1 can be found 
that address interoperability and open system issues.  While the number of methodology steps 
may vary across them, the overall set of work tasks and activities contained therein address more 
or less the same issues.  In general the first step or activity of an architectural methodology 
focuses on identifying policy and requirements to justify the course of action to be taken.  The 
next two steps provide insight into the technical aspects of using a reference model to characterize 
the existing architecture to the extent it exists, and to identify the “To-Be” architecture.  While the 
second step of the methodology generally focuses on capturing the as-is architecture, subsequent 
steps focus on the development of the to-be architecture. It is in the latter steps (beyond step 1) 
that the technical reference model, specifically the DoD TRM, plays a significant role in 
addressing interoperability, open systems, and related technology issues.  The architecture process 
is part of the overall development or acquisition process to ensure that interoperability is 
supported.  Where possible the existing products or processes defined in the DoD 5000 series 
acquisition documents should be used to capture much of the architectural elements.  The 
comparative and trade-off analyses of Step 3, for example, can be combined with the systems 
engineering analyses that accompany any development activity.

4.1 Step 1- Applying the model

Step 1 is a basic information gathering activity and must be performed in all cases of architecture 
development (i.e., existing or new system developments).  Architectural methodologies used in 
conjunction with a reference model also require the same type of information in their initial steps 
(e.g., TOGAF or C4ISR AF).  Step 1 is acquisition generic, and independent of any milestone 
decision.

The purpose of this step is to identify and document the specific interoperability, open system, 
portability or standards task objective(s) to be accomplished.  For example, is the objective to 
develop a technical architecture, develop a migration strategy or compliance plan, to address a 
standards conflict issue or develop a standards profile.  

To properly support the objectives and ensure that the system(s) impacted is properly developed, 
the objectives must be implemented within a known operational environment and a sound 

1. Examples of architecture methodologies: The Open Group Architecture Foundation (TOGAF), 
Version 5.0, December 1999; DoD’s C4ISR Architecture Framework, Vesion 2.0, December 
1997.
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acquisition or development process.  The objectives are thus tempered by the known set of DoD 
requirements drivers that provide system justification (e.g., MNS, ORD, JROC).  The latter 
requirements and operational environment establish the interoperability boundaries within which 
the system must function.  Knowledge of the other respective DoD systems that must be 
interfaced can also be derived from operational requirements documents.  Accompanying the 
DoD requirements set are the acquisition policy and directives driving the system development 
(e.g., 5000 series, 4630 series, CJCSI 3170).  The latter policy, mandates, directives and 
instructions provide insight as to the most appropriate points to effect some of the objectives.  For 
example, Comparative and Trade-off Analysis of Step 3 can be combined with or leverage system 
engineering analysis dictated by the particular milestone phase or program development activity.  

Successful implementation of objectives requires knowledge of the system itself.  Thus, relevant 
design specifications, interface control documents, functional specifications and known standards 
profiles for example, must be identified as part of the relevant system information.  These 
documents provide knowledge of what was implemented, or is to be implemented, and thus 
represent additional constraints that must be taken into consideration

With all of this knowledge in hand, objectives can be properly assessed and put in context relative 
to the interoperability requirements to be satisfied.  Most of the documentation described exists to 
a large extent.  In an existing system greater documentation should be available to facilitate 
decision making, but this is not the case necessarily.  The proper assessment and evaluation of 
requirements and objectives thus enables the Acquisition or Program Manager to make a more 
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informed decision.  With interoperability now identified as a Key Performance Parameter1 greater 
accountability of a CIO and subsequently program managers is now established.  The results of 
the assessment and evaluation can be properly documented in an Architecture Statement of Work. 
For example, in an existing system that is to be made JTA compliant, a detailed migration plan 
with a management commitment (Memorandum of Understanding [MOU]) supporting the degree 
of compliance can serve as the equivalent of an Architecture SOW.   In the latter example, the 
justification for making system enhancements that require a standards waiver, would be included 
as part of the A-SOW or migration plan justification.  Similarly, rationale for selecting an 
emerging standard would be included in the A-SOW.

The Architecture SOW must also reflect the degree of commitment by management that the 
objectives are to be satisfied in terms of effort, time and resources.  The cost of implementing 
interoperability can be costly, impacting and time consuming on an acquisition or development.  
The degree to which interoperability will be supported must be clearly stated up front and 
represents a key output of step 1.  Without this commitment by management successful 
implementation of subsequent steps is jeopardized.  The Architecture SOW is different than the 
system or program SOW that is driving the contractor.  It would be most beneficial if the A-SOW 
can be merged into the Program’s SOW to provide the information as early as possible to the 
contractor or implementor.  In many cases interoperability  is implemented incrementally.  In 
these cases the A-SOW would identify the increments and what is to be implemented per 
increment.  In a joint program the interoperability agreements, responsibilities, schedules, and 
commitments of each Program Manager are identified to ensure successful implementation 
between the specific programs or systems. How these interoperability agreements fit into an 
overall or  larger operational scenario would also be identified as part of the A-SOW.

Architecture SOW Outline:

1. Objective and Purpose of the work being undertaken.

2. Policy References that identify or reinforce the requirements.

3. Requirements identification of the foundations for the work to be accomplished, 
a justification for the work to be done.

4. A references section.  This section contains an identification of the program or 
project documentation that is available to provide insight into the system (e.g., 
specifications, technical parameters and constraint descriptions, interface and 
functional descriptions, operational scenarios).  Documentation enables the iden-
tification of standards, services, system limitations, and existing technologies 
implemented in the system.  In the absence of such documentation, technical 
interchanges must be established between system-knowledgeable personnel and 
architecture developers to ensure that a consensus is reached on both the As-Is 
and To-Be architectures. This step can be a time-consuming step in both the 
negotiations (to arrive at a consensus) and in finding system subject matter 
experts.

1.   See CJCSI 3170.01
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5. Compliance Plan Outline or specific deliverable itself to be developed or identi-
fied as part of the A-SOW.

6. Summary of resources available to support work and development of the To-Be 
system.  This topic can be addressed via a Memorandum of Understanding 
(MOU). 

4.2 Step 2 – Developing the As-Is Architecture

Step 1 represents an objectives identification and characterization, while the Step 2 view is 
focused on identifying the As-Is architecture (where applicable) and performing the essential 
mappings of services and interfaces to known functions and capabilities. Step 2 is performed on a 
specific system that may or may not exist.  In a new system mappings are done directly to the 
DoD TRM.  In the case of an existing system, additional effort is required to identify the previous 
model used.  The initial Step 2 activity is to identify any enterprise issues that represent 
constraints on the system or specific objectives identified in Step 1 that require further refinement 
due to the environment.  The enterprise issues may identify constraints that are imposed due to a 
broader need (e.g., imposition of a software development environment or language or 
technology).  Other enterprise constraints may require the identification of common functions that 
must be horizontally integrated across systems to facilitate the adoption of a common software 
element (e.g., DII COE Product) or other reusable product.  Once the enterprise issues are 
identified and assessed, specific As-Is system architecture issues are focused on.  

Subsequent to the identification of enterprise issues, the question is asked, “Is this a new system 
to be developed or not”.  If it is not a new system a determination of the reference model used, if 
any, has to be made.  The specific model used provides insight into the definition of services and 
interfaces, and their relationships.  This is required to establish compatibility with the DoD TRM.  
Once done, insight is gained as to how to transition to the DoD TRM so as to converge on the use 
of a single reference model.  If a model was not previously used, then DoD TRM definitions can 
be immediately identified that support the existing system (to the extent it can be done).  Some 
tailoring may be required in definitions to accommodate the existing services and interfaces.  The 
rationale or approach used to performing this assessment is to be included in the resulting 
Baseline Characterization document of Step 2.  New systems can directly use the DoD TRM to 
identify services and interfaces.  
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Once system services and interfaces are identified, the DoD TRM is used to develop the 
appropriate set of mapping matrices that correspond, for example, to a standard, product or other 
system to be interfaced.  Mappings provide common denominators that enable equivalent 
comparisons between products or information.  Services are identified in Appendix B, and 
mappings are further described in Appendix D,  and represent a means of organizing information 
to enable the appropriate comparisons of such things as standards, common or reusable products, 
common functions across systems, technology to standards, and products to standards.  This 
information is captured in the baseline characterization document that serves as the input to Step 
3. 

In essence, mappings enable a standard or product, for example, to be classified or grouped into a 
service or interface definition category.  The association of a service or interface with a standard 
thus enables a comparison of other similar standards grouped into the same service to establish 
equivalency of the standards (i.e., same, orthogonal, or overlap), to resolve a standards conflict 
issue, or to address voids in the standard.

Step 2 serves to capture the As-Is architecture, when it exists, and documents it in the baseline 
characterization document.  Step 3 serves to define the To-Be architecture and to identify what is 
required to achieve the target architecture.  When an existing baseline characterization is not 
necessary (i.e., in the case of a new system)  then much of the system mapping that would occur in 
Step 3 is done in Step 2.   The result of this action is to leave Step 3 primarily for performing 
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Applying the DoD TRM
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additional tailoring or trade-off analysis that may be required to complete the target architecture 
activities.  

4.3 Step 3 – Developing or Completing the To-Be Architecture

Before a target or To-Be architecture can be defined in its entirety several analyses must be 
performed.  In the case of an existing system, additional or expanded services, interfaces or 
functions, beyond those identified in the baseline characterization document, must be identified.  
Once the complete set of functions, services, and interfaces are identified a determination must be 
made of the ability of the existing model definitions to accommodate them.  Further tailoring may 
be required in cases where the system’s function definition is at a higher level of abstraction, and 
must be decomposed to a lower level so as to coincide  (be mappable) into the model definitions.  
Development of the target architecture may require development of a tailored view.  For example, 
a system command-control query function, may decompose into a message transmission service, 
a database access and management service, and require a messaging and journaling support 
service. 

A tailored view may result in the development of a model variant (referred to in some cases as a 
functional reference model) to highlight a set of functions that have been defined within the users 
domain of familiar or working definitions.  Care must be exercised in tailoring a model or model 
service definition.  A distinction should also be made between the need for a new or separate 
service category, and including a set of services as subordinate to an existing service or interface 

Baseline
Characterization

Baseline
Characterization

Is a
Tailored View

Needed?

Develop a 
Tailored View

Perform a Comparative & Trade-Off Analysis
Exam ples: New vs. Old Technologies

Standards to Products
Standards to Standards
Standards to Functions
Products to Functions
Products to Products
Functions to Functions
Services to Services
Interfaces to Interfaces

Target Architecture Products
(e.g., Target Architecture, Standards Profile,

Interoperability Report, Common Enterprise Functions
Docum ent)

Input from Step 2

No Yes

DoD TRM User Guide
Steps for Applying the DoD TRM

Step 3
Baseline

Characterization
Baseline

Characterization

Is a
Tailored View

Needed?

Is a
Tailored View

Needed?

Develop a 
Tailored View

Perform a Comparative & Trade-Off Analysis
Exam ples: New vs. Old Technologies

Standards to Products
Standards to Standards
Standards to Functions
Products to Functions
Products to Products
Functions to Functions
Services to Services
Interfaces to Interfaces

Target Architecture Products
(e.g., Target Architecture, Standards Profile,

Interoperability Report, Common Enterprise Functions
Docum ent)

Input from Step 2

No Yes

DoD TRM User Guide
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Step 3
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definition.  In the event a clear distinction of where a service belongs cannot be made using the 
DoD TRM, consultation with the TRMWG for resolution or clarification is recommended.

Once Step 2 and Step 3 tailoring are completed, a set of mappings exist that relate products, 
standards, or system services and interfaces to model services and interfaces.  At this time 
attention can be focused on performing comparative and trade-off analysis.  With analysis and the 
mapping of standards, products or other items into model definitions and categories, the following 
can be performed (See Appendix D):

A. New and old technologies can be compared as to their impact and appropriate phase-in.  Asso-
ciated standards can also be identified and incorporated into any resulting standards profiles. 

B. Standards can be compared to determine if they overlap, conflict, or cover the same subject 
matter or from a different perspective (orthogonal). In some cases, the particular subject area 
may not be covered at all pointing to a defficiency.

C. Products can be assessed to determine whether they conform to a particular standard or not.

D. Product to product comparisons are facilitated when mapped into their corresponding services 
and interfaces.

The results of Step 3, e.g., To-Be architecture, information for developing a standards profile, 
interoperability definition, are then documented taking into consideration the results of the 
analysis and how they impact the specific architecture issue at hand. 

The completion of service and interface identification for the “To-Be,” architecture together with 
the “As-Is” architecture information of Step 2, enables the performance of cost-effectiveness 
tradeoff analysis.  These tradeoff analyses are an integral part of the interoperability report 
produced as part of Step 3. In some architecture methodologies this analysis is known as a “gap 
analysis”.

Summary of the Three Steps:

Step 1:

• Identify major objectives

• Identify relevant DoD policy, directives, instructions, etc.

• Identify key DoD requirements drivers from MNS, CRDs, ORDs, JROC, etc.

• Identify relevant program documentation, e.g., specifications, ICDs, system descrip-
tions.

• Assess and evaluate objectives against requirements

• Develop Achitecture Statement-of Work and Memorandum of Understanding that 
identifies degree of commitment to interoperability issue.

Step 2:

• Identify enterprise issues (new or existing system)

• Identify reference model used (existing system)

• Identify existing services and interfaces (existing system)

• Identify services and interfaces (new system)
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• Perform mappings (new or existing system)

• Develop Baseline Characterization (new or existing system)

Step 3:

• Identify complete set of functions, services and interfaces (new or additional ones)

• Develop tailored view (if needed)

• Perform comparative and trade-off analyses

• Document Target Architecture or architecture issue

BEYOND STEPS 2 AND 3

Subsequent steps in various methodologies focus on the prioritization of the added or new 
functionality to be implemented as a function of cost, schedule, and other benefits.  Subsequent 
methodology steps include migration planning that allows the sequencing of work tasks or 
incremental development.  Actual architecture development subsequently begins and is followed 
by maintenance tasks that provide for the continuous monitoring of such items as changes in 
technology, doctrine, or environment changes. 

Any methodology employed in developing architectures must be sufficiently flexible and generic 
to support a broad range of applications if interoperability is to be properly served.  In the DoD 
environment, weapon systems coexist alongside communications, business, logistics, and other 
support systems that in many cases must process the same information between them or a 
transformed derivative of the same, all part of the larger DoD information infrastructure.  
Examples of how the TRM is applied to actual system developments is in Appendix D.  



17 TRM User Guide
10 April 2001

Appendix A: Federal and DoD References

The following Federal and DoD references are provided as information sources that reinforce the 
mandate for interoperability and considerations that should be given to such.  The interoperability 
and open system issues are pervasive throughout the Federal Government.  A top down order is 
presented whereby Federal mandates are identified first, followed by a linking or threading down 
to DoD specific mandates, implementation instructions and policy. The list is representative and 
not all inclusive. The various individuals involved in developing architectures or addressing 
interoperability should consult these references for rationale or supporting documentation in justi-
fying their need for use of a technical reference model.  The listed information includes extracts 
and briefs of larger documents that should be consulted for additional and amplifying informa-
tion.  

OMB Memorandum 97-16 for the Heads of Executive Departments and Agencies

Guidance on the development and implementation of Information Technology Architectures. 
Required in the Clinger Cohen Act of 1996.

“An architecture in compliance with the Clinger Cohen Act and OMB guidance will contain two 
elements:

1. the Enterprise Architecture
2. a Technical Reference Model and Standards Profiles.”

Other extracts:

“The TRM and Standards Profiles comprise a cross-cutting element, affecting all components of 
the Enterprise Architecture.  Standards enable interoperability, portability, and scalability in sys-
tems throughout the agency.”

“The TRM identifies and describes the information services used throughout the agency.  The 
standards profile defines a set of IT standards that support the services articulated in the TRM; 
they are the cornerstone of interoperability.  Standards Profiles are the published sets of standards 
or the source references for standards that prescribe the interfaces between those services that will 
be standards-based.” 

Memorandum for Defense Acquisition Community August 1996
Subject:  Update of the DoD 5000 Documents

5000.1 articulates general principles to guide all defense acquisition programs

5000.2-R establishes mandatory procedures for Mandatory Procedures for Major Defense Acqui-
sitions Programs (MDAPs) and Major Automated Information Systems (MAIS) acquisition pro-
grams (and selected other programs).

DoD 5000.1 Summary

Applies to all elements of DoD.
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Highly sensitive classified programs, cryptologic, and intelligence programs shall follow guid-
ance in this Directive.

MAIS Acquisition Program:

AIS Acquisition program that:

• is designated by ASD (C3I) as a MAIS

• has estimated program costs in excess of $30 million in fiscal year 1996 constant dol-
lars;  total program costs in excess of $120 million in FY 1996 constant dollars; or 
total life cycle costs in excess of $360 million in FY 1996 constant dollars.

MAIS  - additionally, for the purpose of determining whether an AIS is an AMIS, the following 
shall be aggregated and considered a single AIS:

• the separate AISs that constitute a multi-element program

• the separate AISs that make up an evolutionary or incrementally developed program or

• the separate AISs that make up a multi-component AIS system. 

DoD 5000.2-R

Applies to MDAPs and MAIS Acquisition Programs and specifically where stated, less-than-
major programs.  In general, highly sensitive classified programs and crytologic and intelligence 
programs shall follow the guidance of other programs.

For MDAP and MAIS definitions – see DoD 5000.1.

The policies and procedures described in DoDD 5000.1 and this Regulation are mandatory.

Open Systems:  PMs shall address the use of open standards in the design of all systems elements 
(mechanical, electrical, software, etc.)  The design effort shall select open standards for interfaces 
based on the criteria described in the open systems strategy.  Interfaces are internal, external, 
physical and functional.  Selected interfaces shall be controlled by standards adopted by recog-
nized standards organizations whenever possible.  When these standards are not effective, de 
facto standards (set by the market place) shall be used.  This approach shall be followed to 
develop a standards-based architecture in designing systems.  PMs shall document means for 
assuring conformance to open standards and determining the extent of openness of system, sub-
systems, and/or components at the levels specified (in paragraph 3.3.1 of 5000.1).

Interoperability:  Compatibility, interoperability and integration are key goals that must be satis-
factorily addressed for all acquisition programs.  These goals shall be specified and validated dur-
ing the requirements generation process.  Satisfaction of these requirements shall be addressed 
throughout the acquisition life-cycle for all acquisition programs.  The DoD JTA is mandatory for 
all emerging systems and systems upgrades.  The JTA applies to all Command, Control, Commu-
nications, Computers and Intelligence (C4I) and automated information systems, and the inter-
faces of other key assets (e.g., weapons systems, sensors) with C4I systems.  The Component 
Acquisition Executive may grant waivers to the standards in the JTA with the concurrence of the 
USD(A&T) and the ASD(C3I).  Interoperability of C4I Systems shall be in compliance with 
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DoDD 4630.5, DoDI 4630.8, DoDI 4630.8, CJCSI 6212.01A and CJCSI 3170.01A. (CCA and 
PRA)

DoD 4630.5 – Information Interoperability

Applies to OSD, Military Departments, Chairman JCS, Combatant Commands, and the Defense 
Agencies.

Applies to any information system that produces, uses, or exchanges information in any form 
electronically; that crosses a functional, Component, or combined boundary; and that produces an 
operational capability for the warfighter or other DoD decision-maker including:

new systems, legacy systems, modifications to existing systems and communications and com-
puter interfaces to and among weapon systems;

DoD communications and information technology interfaces to the National Foreign Intelligence
Programs, the Tactical Intelligence and Related Activities, and the Joint Military Intelligence pro-
grams; 

Systems developed or acquired through any acquisition method including Advanced Concept
Technology Demonstrations (ACTD), and other acquisitions under section 2371 of the United
States Code.
Systems described above shall be compliant with the JTA.  

DoD information systems shall be interoperable with other DoD systems.

Draft 4630.8-R – Information Interoperability

This regulation assigns responsibilities, and prescribes mandatory procedures to achieve Interop-
erability of the Defense Information Infrastructure (DII) and tactical Signals Intelligence (SIG-
INT) systems.  All emerging systems and systems upgrades shall comply with the DoD JTA.  
Existing systems are to migrate to the applicable JTA standards, while considering cost, schedule, 
and performance impacts.  

A System Standards Profile and a summary list of all systems that must interoperate the system 
shall be developed for each system during Program Definition and Risk Reduction Phase and pro-
vided to the Joint Staff for interoperability approval.

The DoD components shall ensure that The JTA is implemented, including enforcement, budget-
ing, and determining the pace of systems upgrades.

CJCSI 3170.01A

The DoD CIO is responsible to ensure the interoperability of information technology and national 
security systems throughout the DoD.

This revision reflects major reformat of the document; major changes include document submis-
sion for Automated Information systems, substantive update to the CRD enclosure and format, 
substantive update to the ORD enclosure and format, mandates Interoperability Key Performance 
Parameters for CRDs and ORDs and denies time-phased requirements in support of evolutionary 
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acquisition, addresses program affordability for ORDs, defines US Atlantic Command role for 
interoperability, and clarification of definitions.

KPP – Key Performance Parameter:

a. That capability or characteristic so significant that failure to meet the threshold can be 
cause for the concept or system selection to be reevaluated or the program to be reassessed 
or terminated.  KPPs are extracted from the ORD and included in the Acquisition Program 
Baseline.  User or user-representative participation in each acquisition phase is essential.  
(DoD Regulation 5000.2-R)

b. Those performance parameters validated by the Joint Requirements Oversight Council 
(JROC) and included in the Acquisition Program Baseline (APB).  They are capabilities or 
characteristics considered most essential for successful mission accomplishment.  Failure 
to meet a KPP threshold can be cause for the concept or system selection to be reevaluated 
or the program to be reassessed or terminated.  (CJCSI 3170.01)

CJCSI 6212.01

Applies to the Military Services, Joint Staff, combatant commands, and those activities reporting 
to the Chairman of the Joint Chiefs of Staff.

Applies to the compatibility, interoperability, and integration of new or modifications to existing 
DOD systems that have C4I capabilities (including weapons systems, DOD Foreign Intelligence 
Programs and Tactical Intelligence and Related Activities) acquired or developed in support of 
military operations. 

Applies to automated information systems (AISs) not normally included in C4I definitions but 
which have missions requiring interface to the joint warfighter. Highly sensitive, classified pro-
grams will comply with this CJCSI but will be tailored as necessary to account for special security 
considerations.

The overall objective of this CJCSI is to develop, acquire and deploy C4I systems and equipment 
that meet essential operational needs of US forces and are interoperable with existing C4I systems 
and equipment. 

The DOD components shall implement the JTA is to ensure that interoperability requirements are 
reflected in the requirements documents.

DoD Technical Reference Model, Version 1.0

The DoD Technical Reference Model (DOD TRM) Version 1.0 Promulgation Letter  and docu-
ment represents DoD’s response to the need for a technical reference model.  The Letter recog-
nizes the need for a TRM and the void created by the rescinding of the TAFIM. Prior to rescinding 
of the TAFIM, TAFIM Volume 2, Technical Reference Model provided a reference model to be 
used by DoD. 
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21 Mar 2000

MEMORANDUM FOR SECRETARIES OF THE MILITARY DEPARTMENTS
CHAIRMAN OF THE JOINT CHIEFS OF STAFF
UNDER SECRETARIES OF DEFENSE
DIRECTOR, DEFENSE RESEARCH AND ENGINEERING
ASSISTANT SECRETARlES OF DEFENSE
GENERAL COUNSEL OF THE DEPARTMENT OF DEFENSE
DIRECTOR, OPERATIONAL TEST AND EVALUATION
ASSISTANTS TO THE SECRETARY OF DEFENSE
DlRECTORS OF THE DEFENSE AGENCIES
DIRECTORS OF THE DEFENSE FIELD ACTIVITIES

SUBJECT: Promulgation of DoD Technical Reference Model (DOD TRM) Version I .O

This memorandum is effective immediately and transmits guidance to DOD Ser-
vices, Agencies, and Combatant Commands on the use of the DOD Technical Reference 
Model Version 1 .O. The DOD TRM defines and describes services and interfaces, and 
their relationships to be used in supporting the development of technical architectures 
and interoperability frameworks. The DOD TRM Version 1 .O is approved as a standal-
one document and supersedes TAFIM Technical Reference Model, Volume 2, Version 
3.0, and any other versions thereof.

Use of the DOD TRM is prescribed as the guide to assist in solving interoperabil-
ity/portability issues in all applicable DOD information systems including C4ISR and 
Weapons Systems. The DOD TRM contains the comprehensive set of service and inter-
face definitions to support all emerging information systems and information technology 
applications. The DOD TRM is also applicable to migration and legacy initiatives where 
DOD interoperability requirements are specified as essential for mission continuity.

Each DOD Component and cognizant OSD authority is responsible for deriving 
their respective technical reference model view, where required, based on the DOD TRM 
structure.  This action will promote software reuse and ensure consistent use of service 
and interface definitions where interoperability issues must be addressed and effectively 
managed.
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The DOD TRM is a living document and will continue to evolve in concert with
the technologies, marketplace, and framework upon which it is based. When 

emerging technologies require new service and interface definitions, these will be coordi-
nated with and submitted to the Technical Architecture Steering Group (TASG) for inclu-
sion into subsequent versions of the document.

Addressees are requested to assure the widest distribution of this memorandum. 
RequeslDirector, Joint Staff forward this memorandum to Combatant Commands.

The point of contact for this action is Mr. Jack Zavin, of the Information Integration 
and Interoperability Directorate. Mr. Zavin can be reached at (703) 607-0238 or via e-
mail:  jack.zavin@osd.pentagon.mil

Jacques S. Gansler       Arthur L. Money John L. Woodword, Jr.
Under Secretary of Defense    Assistant Secretary of Lieutenant General, USAF
(Acquisition, Technology      (Command, Control, Director for Command, Control,
   and Logistics)        Communications &   Communications and

       Intelligence)   Computer Systems
The Joint Staff
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November 29, 1999 
 
MEMORANDUM FOR SECRETARIES OF THE MILITARY DEPARTMENTS 
    CHAIRMAN OF THE JOINT CHIEFS 
    UNDER SECRETARIES OF DEFENSE 
    ASSISTANT SECRETARIES OF DEFENSE 
    GENERAL COUNSEL OF THE DEPARTMENT OF DEFENSE 
    DIRECTOR, OPERATIONAL TEST AND EVALUATION 
    ASSISTANTS TO THE SECRETARIES OF DEFENSE 
    DIRECTORS OF THE DEFENSE AGENCIES 
    DIRECTOR, JOINT STAFF 
 
SUBJECT:  DoD Joint Technical Architecture (JTA) Version 3.0 
 
 This memorandum makes JTA Version 3.0 effective for use immediately superseding 
Version 2.0.  However, paragraphs 2, 3, and 4 of the Version 2.0 cover memorandum dated 30 
Nov 1998 (attached) continue to apply.  Each DoD Component and cognizant OSD authority is 
required to have on file a current or new implementation plan with the USD(A,T and I.) and the 
ASD(C3I)(DoD CIO).  If an implementation plan needs revision, it is due within 60 days while a 
new plan is due within 90 days from the date of this memorandum. 
 
 The JTA and related information can be found at URL http://www-jta.itsi.disa.mil.  If 
access to the World Wide Web is not available, a copy of the JTA on CD ROM can be obtained 
by calling (703) 735-3552. 
 
 Addressees should assure the widest distribution of this memorandum.  Request Director, 
Joint Staff forward this memorandum to Unified Combatant Commands. 
 
 
 
 
 
 /s/    /s/    /s/ 
Jacques S. Gansler  Arthur L. Money  John L. Woodword, Jr. 
Under Secretary of Defense Assistant Secretary of  Lieutenant General, USAF 
(Acquisition, Technology Defense (Command, Control Director, Command, Control, 
 and Logistics)    Communications &   Communications and Computer 
     Intelligence    Systems 
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Appendix B: DoD TRM Services Summary

B.1 Services Summary

Applications Software

User Software Applications

• Mission specfic

• System specific

• Application specific

Support Applications:

Business Processing:

• Calendar

• Calculation

• Project Management

• Spreadsheet

Communications Applications:

• Broadcast

• Communications Conferencing

• Enhanced Telephony

• Organizational Messaging

• Personal Messaging

• Shared Screen Teleconferencing

• Video Teleconferencing

Database Utilities:

• Networking/Concurrent Access Services

• Query  Processing

• Report Generation

• Screen Generation

Engineering Support:

• Computer-aided Design

• Decision Support

• Expert System 

• Modeling and Simulation
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Environment Management:

• Batch Processing

• Computer-based Training

• Information Presentation and Distribution

• Transaction Processing

Multi-Media:

• Audio Processing

• Document Processing

• Electronic Publishing

• Image Processing

• Map Graphics

• Multi-media Processing

• Video Processing

• Text Processing

Application Platform Services

System Services:

Data Interchange Services:

• Characters and Symbols

• Compression

• DoD  Applications

• Document Interchange

• Hardware Applications

• Mapping

• Optical Digital Technologies

• Product Data Interchange

• Raster/Image Data Interchange

• Technical Data Interchange

Data Management Services:

• Data Dictionary/Directory

• Database Management System

• Transaction Processing
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Distributed Computing Services:

• Client-Server

• Object

• Remote Access

Graphics Services:

• Device Interfaces

• Raster Graphics

• Vector Graphics

Internationalization Services:

• Character Sets and Data Representation

• Cultural Convention

• Native Language Support

Platform Communications Services:

• Networks

• Application-oriented

• Subnetwork Technologies

• Transport-oriented

Security Services:

• Access Control

• Architectures and Applications

• Authentication

• Availability

• Confidentiality

• Integrity

• Non-repudiation

• Security Labeling

• System Management

Software Engineering Services:

• Bindings

• Computer-aided Software Engineering tools & environment

• Language

• Software Life Cycle Processes
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System Management Services:

• Configuration Control

• Fault Monitoring

• Information system Security Management

• Other Management

• Performance Monitoring

• State Management

• Usage Monitoring and Cost Allocation

• User/Group Management

User Interface Services:

• Character-based User Interface

• Graphical Client-Server

• Object Definition and Management

• User Interface

• Window Management

Operating System Services:

• Clock/Calendar

• Fault Management

• Kernel Operations

• Media Handling

• Operating System Object

• Real-time Extension

• Shell and Utilities

Physical Environment Services:

• Devices

• Hardware Processing

External Environment Services

• Devices

• Communications Infrastructure (e.g., telephones, networks, cabling, packet switching 
equipment)

• Systems

• User (physical/cognitive)
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B.2 SERVICES DETAILED (Expanded Definitions):
B.2.1  Application Support Services

Business Processing: [Common office functions used in day-to-day operations]

Calendar [Manage personal tasks and time, coordinate schedules]
Calculation [routine and complex arithmetic calculations]
Project Management [Tools that support planning, administration, and manage

ment of projects]
Spreadsheet[ [Capability to create, manipulate, present information in 

various forms]

Communications Applications: [Capability to send, receive, forward, manage electronic 
and voice messages].

Broadcast [one-way audio, audio/video communications services]

Computer Conferencing [conference via workstations, document exchanges

Enhanced Telephony [Call forward, call waiting, programmed directories, 
teleconferencing, voice mail]

Organizational Messaging [Send, receive, forward, display, retrieve, validate, 
disseminate, prioritize, manage, authenticate]

Personal Messaging [Send, receive, forward, store, display, manage personal 
messages, et al.]

Shared-Screen Teleconference [For two or more users using shared workstation windows]

Video Teleconferencing [Two way video, full motion display]

Database Utilities: [Capabilities to retrieve, organize, and manipulate data 
from DBMSs]

Networking/Concurrent [Manage concurrent user access to DBMS]

Access Services
Query Processing [Interactive selection, extraction, and formatting of 

information]

Report Generation [To define and generate hard-copy reports from DBs]

Screen Generation [To define and generate screens that support retrieval and 
presentation, update of data]

Engineering Support: [For analyses, design, modeling, development, simulation 
for users and environments. Includes CAD services, 
decision support tools, expert-system shells]

Computer-Aided Design [High-precision drawing and modeling tools] 

Decision Support [Interactive modeling and simulation tools for analyzing 
alternative decisions]

Expert System [Artificial intelligence capabilities based on knowledge or 
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inference engines]

Modeling and Simulation [Capabilities to capture or set object characteristics]

Environment Management: [Integrate and manage the execution of platform services]

Batch Processing [Capability to queue work, sequence managing, 
asynchronous tasks]

Computer-Based Training [Provide integrated training environment, online 
documentation, help files, context sensitive definitions]

Information Presentation and [To manage distribution and presentation of 

Distribution information, can store, archive, prioritize, restrict, recreate 
information]

Transaction Processing [On line capture and processing of information in an 
interactive exchange with the user]

Multimedia: [Manipulate and manage information consisting of text, 
graphics, images, video, audio].

Audio Processing [Capture, compose, and edit audio information]

Document Processing [Create, edit, merge, format documents, scanning]

Electronic Publishing [Photographic images, color graphics, advanced formatting 
and style features]

Image Processing [Capture, scan, create, and edit images]

Map Graphics [Map manipulating, creating entity symbology, create, edit, 
compose drawings, symbols, maps] 

Multimedia Processing [compress, store, retrieve, modify, sort, search, print 
hypermedia, optical storage technology, data compression, 
digital storage techniques]

Video Processing [Capture, compose, edit still graphics, title generation,

Text Processing [Create, edit, merge, and format text] 

B.2.2  Application Platform Services

Data Interchange Services: [Support for interchange of information between 
applications and external environment]

Characters and Symbols [Interchange of character sets/fonts/date/time 
representation]

Compression [Algorithms for data (text, still images and motion mages) 
storage and exchange]

DoD Applications [Functional areas unique to DoD mission that are not 
standardized]

Document Interchange [Specifications for encoding data (text, pictures, numerics, 
special characters), and logical/physical structure of 
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documents]

Hardware Applications [For data interchange between non-homogeneous 
hardware, bar-coding, optical disk-handling, graphics 
device interface]

Mapping [Formats and facilities for machine-readable graphics-
based mapping, charting and geospatial data]

Optical Digital Technologies [For light and optical technologies to capture, encode/
decode, store data]

Product Data Interchange [Specifications that describe drawings, documentation and 
data for product design and manufacturing, for geometric 
and non-geometric data]

Raster/Image Data Interchange[Handling/manipulating raster graphics and images, pixel-
by-pixel representation or imagery data exchange and 
attachments to images]

Technical Data Interchange [Standards for interchange of graphics data, vector 
graphics, technical specifications]

Data Management Services: [Management of data independent of processes that create 
or use it]

Data Dictionary/Directory [Define and obtain data in DB, access and modify data, 
internal/external formats, integrity, security rules, 
standardization and registration of data elements, data 
sharing and interoperability]

Database Management System[Data management in a distributed system, data 
administration, controlled access to, and modification of, 
structured data, create, populate, move, backup, restore, 
and archive DBs]

Transaction Processing [Support for online capture and processing of information 
in interactive exchange with the user]

Distributed-Computing Services: [Support for applications distributed or dispersed among 
systems in a network yet maintain cooperative processing 
environment]

Client-Server [Computing services partitioned into requesting processes 
(clients) and providing processes (servers) on same/ 
distributed platforms]

Object [Definition, instantiation, interaction of objects in a 
distributed environment, OS bindings, message transport 
and delivery, data persistence]

Remote Access: [Location transparency functionality, access to appropriate 
systems resources (files, data, processes)]

Graphics Services: [Standards for creating and manipulating pictures]
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Device Interfaces [Services for accessing graphics devices (monitors/ 
printers)]

Raster Graphics [Image representation on a matrix of dots, monochrome/
gray-scale/color bit maps, creation by scanner, cameras, 
and color paint software packages]

Vector Graphics [Graphical objects as sets of end points for lines, curves, 
and geometric shapes, geometric knowledge and display 
lists, shape integrity]

Internationalization Services: [Services and interfaces to allow users to define, select, 
change between culturally related application 
environments, different market segments]

Character Sets and Data [Input, store, manipulate, retrieve, communicate, 
Representation data independent of coding scheme, GUI 
modifications, syntax-consistent-semantic-independent]

Cultural Convention [Support for local rules and conventions]

Native Language Support [Support for more than one language for local character 
sets]

Platform Communications Services:[To support distributed applications requiring data access 
and applications interoperability]

Application-Oriented [Functions and interfaces on network and communications 
system protocol software used by applications]

Subnetwork Technologies [LANS and other data communications services concerned 
with physical and data-link layers (1and2 OSI Model)]

Transport-Oriented [End-to-end transmission of data across network and end to 
end reliability, end-end error detection/recovery, flow 
control and monitoring quality of service]

Security Services: [For protection and separation of sensitive information]

Access Control [Unauthorized use of information-system resources]

Architectures and [Security architecture and placement of security into
Applicationsspecific applications]

Authentication [Unique and proper identification and authentication of 
system elements]

Availability [Assurance of timely and regular communications, graceful 
degradation]

Confidentiality [Ensures that data is not made available to unauthorized 
individuals or computer processes]

Integrity [Protection of system through open-system integrity, 
network integrity and data integrity, data is not altered or 
destroyed in an unauthorized manner]

Non-Repudiation [Non-denial of origin or delivery of data, validation of 
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source software packages and hardware]

Security Labeling [Accuracy and integrity of security labeling]

System Management [Certification, accreditation, and risk management, alarm 
reporting, audits, cryptographic key management]

Software Engineering Services: [For development and maintenance tools of software 
applications]

Bindings [Access to applications-bindings and object code linking]

Computer-Aided Software [Requirements specifications and analysis, design, testing,
Engineering (CASE)-Tools and prototyping, configuration 
control]
Environment 

Language [Syntax, semantic definitions, shell/script/procedural/

object-oriented/3rd-generation languages] 

Software Life-Cycle Processes[Activities, methods, processes, transformations, 
development/maintenance, all phases including post-
deployment support]

System Management Services: [State management, configuration control, performance, 
monitoring, fault monitoring, user/group management, 
usage monitoring]

Configuration Control [Identification, control, status accounting, verification, 
software distribution, license management]

Fault Monitoring [Event management and network recovery, loss or incor-
rect operation of system components]

Information System Security [Installation, maintenance, enforcement of information 
Management domain and system security policy rules]
Other Management [Database management and administration, print 

management]

Performance Monitoring [Performance aspects of hardware, software, network 
components, system resource management, device 
management]

State Management [Monitoring, maintaining, and changing state of system]

Usage Monitoring and Cost  [Management of licensing, system cost management,

Allocation system resource allocation]

User/Group Management [Interfaces for administering users and groups, 
implementation of management policies across a system, 
group/user access to applications]

User Interface Services: [How users interact with an application]

Character-Based User Interface[Command line, menu-driven, keyboard input, no 
graphics]
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Graphical Client-Server [Relationships between client and server processes, 
graphical user interface display processes]

Object Definition and [Characteristics of display elements-color, shape, size, 
Managementmovement, graphics context]

User Interface [Interaction with applications, how to gain access to 
applications programs/OS/utilities, i.e., menus, screen 
designs, keyboard Commands, command language, the 
way user interacts with computer]

Window Management [How windows are created, moved, stored, retrieved, 
removed, and related to each other]

Operating System Services: [Core services to operate application platform and provide 
an interface between application software and platform]

Clock/Calendar [Mechanisms for measuring and maintaining all time]

Fault Management [Prevention, isolation, diagnosis, correction whenever 
abnormalities occur]

Kernel Operations [Low-level services to create/manage processes, execute 
programs, manage files/directories, and control I/O 
processing to and from peripheral devices] 

Media Handling [Disk and tape formatting of data and interchange of data]

Operating System Object [Rules for creating, deleting, managing objects]

Real-Time Extension [Support for event-driven processes, interrupt processing]

Shell and Utilities [Operator-level services-comparing, printing, displaying 
file contents, file management, sorting data, displaying file 
contents]

B.2.3  External Environment

External Environment: [Entities with which Application Platform exchanges 
information]

Systems  [Simulations external to the System]

Communications Infrastructure[Telephones, networks, cabling, packet-switching 
equipment]

User (physical/cognitive) Physical, administrative, personnel; provide for security 
protection of information-system components in external 
environment, Human Machine Interface, Human Computer 
Interface]

Devices [Peripheral, External Hardware]
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Appendix C: Frequently Asked Questions

1. What is a technical architecture? 

A. Recent discussions within DoD have defined three types of architectures: operational, techni-
cal, and system. A technical architecture is a set of rules, or “building codes,” that are used 
when a system engineer begins to design/specify a system. These rules consist primarily of a 
common set of standards/protocols to be used for sending and receiving information (infor-
mation transfer standards such as Internet Protocol suite), for understanding the information 
(information content and format standards such as data elements, or image interpretation 
standards) and for processing that information. It also includes a common human-computer 
interface and “rules” for protecting the information (i.e., information system security stan-
dards). 

2. Why is the DoD TRM needed?

A. The DoD TRM provides an extensive and comprehensive set of service and interface defini-
tions that establish a common vocabulary for addressing open systems, portability, and 
interoperability issues.  The model provides a basis for the identification, comparison, and 
selection of existing and emerging standards and their relationships.

3. What is the scope of the DoD TRM?

A. The scope of the DoD TRM includes information technology, weapon systems, and real-time 
systems in DoD systems that may exchange information services or share interfaces across a 
joint, functional, or organizational boundary.  

4. What enhancements were made to the DoD TRM beyond the TAFIM TRM?

A. A defined set of logical and direct interfaces view was added to the DoD TRM.  The inter-
faces view allows the model to support real-time interoperability issues and other weapon 
system interfaces.

5. What is the relationship of the DoD TRM to the SAE GOA Standard?

A. The interface definitions in the DoD TRM are consistent with the SAE GOA definitions.  If 
an interface standard is to be cited, reference to the SAE GOA should pose no barriers with 
applications using the DoD TRM.  

6.  What impact will the DoD TRM have on prior TAFIM TRM applications?

A. None, the services view of the DoD TRM was adapted from the TAFIM TRM.  Implementa-
tions using the TAFIM TRM can be migrated using the DoD TRM with virtually no impact 
for the same set of common services.    
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7. What type of systems does the DoD TRM support?

A. The DoD TRM can support a broad range of C4ISR and weapon systems.  The range of 
applications, as contained in the definition of  IT in the DoD TRM, can be supported by the 
DoD TRM, as well as other applications.  

8. In a legacy system, if a previous particular reference model cannot be identified, what
impact will using the DoD TRM have on new functionality, services and interfaces?

A. There should be no impact as long as the basic DoD TRM service or interface definitions are 
used independent of any platform configuration or model entity allocation.

9. What are the foundation models used in the JTA and DII COE?

A. The TAFIM TRM is the foundation model for these initiatives.  Thus, there are no interoper-
ability issues that present any barriers in using the DoD TRM.

10. Do I have to use both the service and interface views contained in the model?

A. No.  The technical architecture or interoperability issue to be addressed will identify what 
view(s) is needed.  Within a view, only those services or interfaces needed to support the 
interoperability issue are used.  Additional services or interfaces can be added as needed.

11. What updates, if any, have been done to the JTA relative to the DoD TRM?

A. The DoD TRM has now been incorporated into the JTA, Version 3.0, replacing the TAFIM 
TRM.  In addition, the DoD TRM is also used in the JTA Weapon System Annex.

12.   Who has oversight of programs?

A. Program Executive Officers (PEOs) provide executive direction and oversight of assigned 
programs, and act as milestone decision authorities (MDA) for certain programs.  PEOs will 
ensure that PMs have identified assessed, and implemented applicable architecture require-
ments.

13. Who is responsible for the execution of acquisition programs?

A.  PMs have full authority, responsibility, and accountability for the execution of assigned acqui-
sition program within their approved acquisition program baseline. PMs will include in all 
appropriate solicitations language mandating that products and services be compliant with the 
architecture.  PMs will identify, plan and budget the necessary resources to support the archi-
tecture implementation efforts including compatibility, interoperability, and integration testing 
during the evaluation of systems and equipment.

14. What is the role of the Major Decision Authority? (MDA)?

A. The MDA serves as the decision authority for assigned programs and ensures that programs 
have identified and implemented applicable technical architecture (TA) requirements.  The 
MDA will be provided input from the CIO endorsing TA compliance.
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15. Why should I do a Migration Plan and how long do I have to complete a Migration Plan?

A. The purpose of migration is to achieve the end-state of technical architecture compliance.  
The intent of the migration planning process is to achieve broad, early consensus on the 
approach to specific program migration.  A goal of six months is established for completing 
the preparation, submission, review, and approval of a Migration Plan for a given program.  
See Steps 2 and 3 (methodology) of Applying the DoD TRM in the User Guide for additional 
insight into migration plans.

16. Which programs need a Migration Plan?

A. All-current programs or capability the produces, uses, or exchanges information in any form 
electronically must develop, submit, and implement a Migration Plan.

17. Who approves the migration plan?

A. The review and approval of each specific system migration plan will be coordinated between 
the PEO and the CIO.

18. Does each program need an individual migration plan?

A. No.  Where appropriate, multiple programs may be covered by a single migration plan.  
However the CIO must endorse each program independently for the specfic program compli-
ance( e.g., JTA,  DII COE.

19. On what is the PEO approval based?

A. The PEO approval is based on maintaining program stability.  The PEO will review and 
assess the program specific migration plan for the significance of architecture compliance 
(e.g., technical architecture) feasibility and impact, proposed actions, and overall program 
risk.

20. What kinds of architecture does the TRM support?

A. The TRM can support a variety of architectures (e.g., Technical, Operation and System).  
However, high level operational architecture functions will require decomposition into lover 
level function (see VTT case study).
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Appendix D: Mapping 

Why perform a mapping?

Mappings enable comparisons between the following items: 

1. Products
2. Standards
3. Systems
4. Products & standards
5. Systems & standards
6. Systems & products

for the purpose of addressing interoperability issues.  These issues address the establishment of 
interface standards that apply in developments, identification of commonalities between products 
and standards, and identification of common functions and capabilities across user or operational 
domains. 

Approach

Performing a relative mapping:  Item A is first mapped against model services or interfaces. Item 
B is then mapped against model services and interfaces.  The resulting mappings are then overlaid 
to identify common intersection points in the mapping matrix.  The overlaps represent common 
functions, services or interfaces that may be the same or similar across the entities (i.e., products, 
standards, etc.) being compared. Thus, using the DoD TRM services and interfaces as the 
common denominator comparisons or tradeoffs can be performed.

Item A:
Standard
Product
Function
Requirement

Item B:
Standard
Product
Function
Requirement

Model Services & Interfaces

Item A:
Standard
Product
Function
Requirement

Item B:
Standard
Product
Function
Requirement

Model Services & Interfaces
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What does a mapping accomplish?

A mapping identifies common denominators across systems and other architectural views.  
Developing a series of mappings and identifying the intersecting elements provides common 
points to enable analyses, comparisons, and a more judicious selection of standards and products.

How is a mapping performed?

Mappings are performed using the entities, services and interface definitions of the DoD TRM.  
Mappings are developed by identifying system, product or standards services and interfaces and 
comparing them to the DoD TRM services and interfaces for equivalency.  The specific type of 
mapping to be performed is defined in the Step 1 Methodology of Section 4.0 of this User Guide.  
For example: 

If two items are to be compared, the functions, services, or interfaces that each item contains or 
supports must be identified.  For example, a system or database standard that contains information 
about the query language or command structure could map into the DoD TRM as shown in Matrix 
A.  As can be seen, some of the System A services are sub- or lower-level services of others.  
According to the DoD TRM, Query Language and Data Dictionary are sub-services of Data 
Management, and TCP/IP is a sub-service of Communications Services.  
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and S8 (see DoD TRM document definitions). 

*Services not used in System A.

Figure 1  Mapping Matrix A
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Thus, a mapping of a system’s or a standard’s services A(n) to DoD TRM services S(m), where 
A1, A2, A3, etc., are system services, and S1, S2, S3, etc., are model services, defines a common 
set or service relationships.  Performing similar mappings of other systems or standards to the 
model services or interfaces would allow the following:

a. Comparison of functions that are similar to or supported by both systems since they are 
both being mapped against the DoD TRM common set of definitions.  This can be used to 
establish common functions across systems to address horizontal integration issues in an 
environment or across a DoD functional area.

b. In a technical architecture document, e.g., JTA, standards associated with a particular ser-
vice/interface can be identified and compared to those identified in an existing or pro-
posed system for the same service/interface. The underlying assumption is that the JTA is 
mapped and developed against DoD TRM functions, and those of the system are similarly 
mapped.  This is the concept of mapping against common denominators (i.e., the model 
service and interface definitions).

c. In an exercise, a product via its supported or provided services can be mapped against the 
DoD TRM, and subsequently against a standard to examine compliance or against another 
product to address potential technology insertion or redundancy.

In figure 2, Standard A supports services S1, S2, S3, S4, S5, S11, S12, S13, S15 (see the DoD 
TRM for a complete listing of services) against Standard B supporting services S1, S2, S4, S5, 
S11, and S14.  It can then be determined if one standard can replace the other or serve as a suitable 
standard until an emerging one is mature enough to be substituted.  The additional or different set 
of services supported by a newer standard may result as a consequence of new technologies, 
extended support for new functions, services or interfaces.  In any event, mappings reveal or make 
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visible differences or similarities in those items being mapped and compared.  In this example, 
Standard A may be a candidate for replacing Standard B.

This same mapping approach can be used when addressing interfaces. An example of an interface 
mapping (Figure 3) against the model is presented to identify the types of interfaces and standards 
found within system A.
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Thus, via a series of mappings, different types of comparisons and analyses can be made to assist 
in addressing an interoperability issue or developing a technical architecture.

Sample Exercise:

Performing a mapping – The objective of this exercise is to identify, using the service or interface 
definitions of the DoD TRM, the set(s) of services or interfaces that are common to an item or set 
of items (e.g., standards, products, enterprise, system)

1. Service and interface definitions and relationships are derived from the DoD TRM.
2. Using system documentation (e.g., specifications, functional or system descriptions,

interface control documents) identify the functions involved in the interoperability
issue or problem to be addressed.

3. Once system or enterprise functions are identified, compare them to the DoD TRM
services or interfaces to identify similar or equivalent definitions or relationships
between them.

4. Develop a matrix of services or interfaces to identify similarities (mapping). One axis
contains the system/enterprise services or interfaces, the other axis contains the DoD
TRM ones.

5. Develop other matrices as required: If a product or standard is to be assessed then on
one axis the product or standard services are included.  Model services are identified
on the other axis.  An analysis of the product or standard must be done first to identify
the set of services or interfaces associated with the item.  The intersection of matrix
elements represents common services or interfaces between the items being mapped.  

6. Development of a set of matrices identifies the common areas that support the particu-
lar interoperability issue at hand.
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Appendix E: Case Studies

A series of case studies using the DoD Technical Reference Model are presented in encapsulated 
form.  These case studies are intended to demonstrate the wide range of applications the DoD 
TRM can be applied to in addressing interoperability, portability, and open systems issues.  The 
case studies illustrate several scenarios that are found in DoD systems and applications:

1. To address interoperability in a domain where both new systems and legacy systems/
components are found.  The Naval Fires Control System is  a new system that must 
interoperate with other existing fire control systems of the Army and Marine Corps, 
and other forward observer devices.

2. The Battle Group/Amphibious Ready Group case study is one where key issues of 
concern are horizontal integration and identifying common functionality within a 
domain to address interoperability-in-the-large.

3. The TCP/IP case study is system independent and represents a communications issue 
addressed by the DoD TRM to address protocol issues.

4. The DII COE case study is focused at assisting the mapping of DII COE services and 
products against the model to identify potential portable/reusable products, or 
common products between systems.  The complete study and mapping is quite 
voluminous.  A similar mapping was accomplished between the DoD Joint Technical 
Architecture and the DoD TRM to assist in the selection and comparison of standards 
used across different domains and systems (to be included in the future). The DoD 
TRM is currently being used to assist in the JTA restructuring.

5. The Army Tank Command’s Vetronics Technology Testbed (VTT) Case Study utilizes 
both views of the DoD TRM (i.e., services and interfaces).  This new weapon system 
concept illustrates the value and impact of developing an open system architecture, 
using the DoD TRM to define vehicle operator station interfaces, common functions, 
and services. The results of this Army research and case study can have an impact on 
how future vehicle operator stations and support functions are designed and 
implemented in the future.  The case study presented is an encapsulation of a more 
extensive project at the US Army Tank-Automotive Research, Development and 
Engineering Center (TARDEC).

6. The Patent Trademark Office case study represents an example where the Technical 
Reference Model has been institutionalized by a Federal Agency to manage their IT 
assets.  The case study also identifies cost savings and benefits that have already been 
accrued by the PTO over the past four years.

7. The Joint Technical Architecture (JTA) mapping to the DoD TRM represents another 
example (similar to the DII COE mapping).  However, it is a mapping example where 
the JTA standards have been mapped to the model services and interfaces.  Both the 
DII COE and JTA mappings illustrate how organizational or enterprise products and 
standards can be mapped to the DoD TRM, and subsequently managed and 
maintained.

Subsequent updates to the DoD TRM User Guide will contain additional and more extensive case 
studies that are currently under completion. These case studies include other Federal Agency 
(non-DoD) studies where the TRM has been institutionalized resulting in significant cost savings 
to those agencies. Other DoD case studies are currently awaiting release approval from the 
respective Service or Program Manager.
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For greater details on case studies, the DoD TRM Program Manager should be contacted or DoD 
TRM Web site viewed.   
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Case Studies and Examples

1. Naval Fires Control System

2. C4ISR Battle Group/Amphibious Ready Group Functional Design

3. TCP/IP to TRM Case Study

4. DII COE to TRM Mapping

5. VTT Case Study

6. USPTO Case Study

7. JTA to TRM Mapping
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Case Study 1: Naval Fires Control System (NFCS)

NAVSEA – Lloyd Lamont Designs, Inc.

Objective of the Case Study

The objective of this case study is to examine how the Technical Reference Model (TRM) may be 
used in conjunction with the Naval Fires Control System (NFCS) to improve the interoperability 
of the technical, system, and operational architectures of the system. NFCS consists of the 
interfaces, computer resources, software, human-computer interface, and personnel required to 
conduct fire support operations. NFCS performs the following functions in support of Naval 
surface fires missions:

• Provide situational awareness by accessing and presenting the tactical picture of the area 
of operations;

• Prepare and disseminate fire plans from a target list 

• Support the coordination and declinations of fire support missions with other force mis-
sions;

• Command and monitor the execution of fire missions by ownship’s weapons 

• Maintain and report the readiness of naval surface fires systems to perform their mission.

The TRM provides a foundation for defining a conceptual framework and a vocabulary to better 
coordinate the acquisition, development, and interoperability of DoD systems. This is 
accomplished through the definition of defined direct and logical interfaces, as well as the 
application of an extensive set of service definitions and relationships. This case study provides a 
general description of how NFCS relates to the TRM, and how the employment of the TRM can 
assist in the development and description of the NFCS technical architecture model.   This study 
then illustrates the examination of a single service area in the formation of NFCS development 
plans. 

Background

NFCS is a NAVSEA sponsored “new start” system which is being developed to provide mission 
planning and execution support for much of the Navy’s future Land Attack mission support. 
NFCS will be the key mission support system for providing target information to a number of new 
Land Attack weapons systems including:

• Extended Range Guided Munition (ERGM) – a long range (up to 60 nautical miles) 
rocket-assisted, GPS-guided 5-inch artillery round.

• Land Attack Standard Missile (LASM) – a missile designed to extend Land Attack opera-
tions out to 100 nautical miles.

• Tactical Tomahawk – a modification to the Tomahawk weapons system which introduces 
the concept of on-station loitering as the weapon awaits assignment to target.
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Rationale/Purpose

This case study illustrates a technical architecture for NFCS which was developed using the DoD 
TRM. The TRM provides a common conceptual framework, and defines a common vocabulary 
so that diverse components within 

DoD can better coordinate acquisition, development, interoperability, and support of DoD 
information systems. The TRM technical architecture view defines services within layers. 

The TRM incorporates a set of interfaces that are based on the SAE General Open Architecture 
model, to define the interfaces between layers. These layers share information with each other 
through a defined set of protocols. The TRM stack (stacked layers) begins with the physical 
hardware layer and proceeds through a set of layers to the application layer via a precise set of 
direct and logical interface definitions that clearly identify the separation of boundaries between 
the layers. 

A layered structure provides the following attributes: layer portability, interoperability between 
associated layers, plug-and-play implementations, and affordability via contractor-competitive 
competition for the development of each of the independent layers. The TRM also defines a set of 
services that can be used to describe the NFCS functions associated with communications, data 
transfers and routing, and human computer interfaces.

Description/Process Used

The process used in this study to develop the NFCS technical architecture consisted of examining 
written material and briefs describing NFCS, attending engineering team meetings, and analyzing 
the NFCS architecture data as compared to the guidance in the TRM.   The key documents which 
were used to establish the systems current architectural status include the NFCS Operational 
Requirements Document (NFCS ORD), a draft of the NFCS System Specification, a draft NFCS 
performance specification, and numerous briefs and related Land Attack documentation.

NFCS is being developed to support Navy and Marine Corps operational concepts which require 
effective sea-based firepower to support sustained operations ashore and other operations in the 
littoral regions. The delivery of this firepower requires the development of an automated system 
for controlling naval fires that is: 

1. compatible with the Global Command and Control System - Maritime (GCCS-M); 

2. compliant with the Defense Information Infrastructure Common Operating 
Environment (DII COE); 

3. functionally interoperable with Marine Corps Command and Control (C2) systems. 

In the development of the NFCS technical architecture, a series of architectural development steps 
were undertaken. Figure 1 illustrates the first step which is the identification of the top level 
functions that must be supported to execute naval fire missions. 
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Figure 1. Top Level Naval Fires Process

From the functions illustrated in Figure 1 a set of specific functions supported by NFCS has been 
developed. The following diagram (Figure 2) illustrates the major functions of the NFCS system. 

Figure 2. Major NFCS Functions

The identification of the major functions performed by NFCS coupled with a basic understanding 
of the interfacing operational systems has lead to a notional architecture which identifies the 
major components of NFCS. In the diagram below (Figure 3) the basic notional NFCS 
architecture is illustrated.   
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Figure 3. Notional NFCS Component Architecture

The final step is the development of a high level systems architecture for NFCS and the major 
systems that it interfaces with. Figure 4 is the current illustration of this high level NFCS 
environment architecture.
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Figure 4. Phase 1 NFCS Block Diagram

It is also valuable in an examination of the NFCS architecture to understand the communications 
requirements for the system. Table 1 and Table 2 summarize the message sequences and 
communications requirements for NFCS in Call-for-Fire sequences and general C4I coordination.   

Table 1. Call-for-Fire Message Sequence

Inputs to NFCS NFCS Processing Outputs from NFCS

GWS Fire Control 
Status
GWS Gun Mount 
Status

Send status report to the FO. 
Sends identification, reaction 
time, weapon type, max/min 
range, munitions type, and 
other data.

Fire Unit Status (K02.18)

Observer Status 
(K02.50)

Store observer identification, 
location and effective time. 

NFCS Spotter/Reference 
Point message

Fire Support 
Meteorological Data 
(K02.3)

Establish a meteorological 
database, consisting of Met 
station locations and altitude 
zones. As option, enter data 
manually.

NFCS Meteorological 
Data message
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Call-for-Fire (K02.4)
GWS Target Status
GWS Mission Status

Establish the Fire Mission 
Type, target location, target 
attributes file, mission time, 
ammunition type, and Method 
of Control. Order GWS to 
engage, evaluate fire control 
solution, Report "Ready."

NFCS Target Assign 
message
NFCS Engagement Data 
Message
Observer Mission 
Update(K02.6)(K02.14)

GWS Trajectory 
message 
Call-for-Fire (K02.4) or 
On-call Fire Command 
(K02.12)

Evaluate the deconfliction 
constraints. Execute the first 
fire. If “At my Command,” then 
K02.12 executes.

NFCS Engagement 
Control Message

GWS Round Fired 
message

Send observer notification 
“Shot” and “splash” reports.

Message to Observer 
(K02.14)(K02.6)

Subsequent Adjust 
(K02.22)

Store and manage adjustment 
data. 

NFCS Adjustment Data

On-call Fire Command 
(K02.12) or Call-for-Fire 
(K02.4)

Execute the adjust fire NFCS Engagement 
Control Message

GWS Round Fired 
message

Send observer notification 
“Shot” and “splash” reports.

Message to Observer 
(K02.14)

On-call Fire Command 
(K02.12) or Call-for-Fire 
(K02.4)

Execute the Fire for Effect NFCS Engagement 
Control Message

Target Data (K02.9) Used for Record As Target 
operation, if desired. 

NFCS Record As Target 
message

Check Fire (K02.1) Order GWS to comply with FO 
commands.

NFCS Engagement 
Control Message

GWS Mission Status When rounds complete, or 
mission duration expired, send 
Break Assign and Break 
Engage to GWS. Report end 
of mission.

End of Mission Notification 
(K02.25), NFCS Target 
Assign,
NFCS Engagement 
Control Message

End of Mission and 
Surveillance (K02.16)

When FO cancels mission, 
send Break Assign and Break 
Engage to GWS.

NFCS Target Assign,
NFCS Engagement 
Control Message
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Table 2. External Communications (VMF) C4I-Coordination

A Specific NFCS Interface Example: NFCS to GCCS-M Interface

One of the essential requirements for NFCS is that the system have an effective interface with 
Global Command and Control System – Maritime (GCCS-M) in order to receive information on 
tracks and track attributes, meteorological and oceanographic information, friendly forces 
disposition, and air tasking orders. This interface will consist of communications and database 
interaction functions in the Application Support Service area to ensure that messages and track 
information are effectively 

Interface Description

The GCCS-M Tactical Management System (TMS) a DII COE component which provides 
database management of tactical track data. (A track is a physical or imaginary object whose 
existence and, possibly, movement have been reported – i.e., "tracked".) The GCCS-M track 
database consists of data that includes—but is not limited to—the identifying attributes and 
positional histories of reported ships, submarines, aircraft, land units, and other moving or fixed 
objects of interest. 

Inputs to NFCS NFCS Processing Outputs from NFCS

GWS Engagement 
Trajectory Data or GWS 
Trial Solution Response

Obtain trajectory data. 
Specify target number, 
location, weapon type, 
ownship location, munitions 
type, fuze type, and 
maximum ordinate.

Request for Clearance to 
Fire (K02.21)

Mission Clearance (K02.13) Receive approved/dis-
approved in response to 
K02.21 disposition action 
(4063 001)

N/A

Fire Support Coordination 
Measures (K02.15)

Display appropriate lines, 
areas, zones, or 
boundaries, and airspace 
coordination areas, on 
tactical situation display. 
Maintain data for use in 
deconfliction process. 

N/A

Call-for-Fire (K02.4) NFCS send to notify of air 
warning area and effective 
time for a pending firing. 
Describes location and 
ceiling of the area.

In Progress Mission 
Notification (K02.24)
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This key interface between NFCS and GCCS-M will use a client-server application called the 
Track Database Manager (Tdbm) which is designed to operate within a local area network (LAN) 
of computer workstations using a virtual machine architecture. A Tdbm component is run on each 
machine in a network. One of the machines is designated the Tdbm Master Host. GCCS-M will 
contain the Tdbm master. Each other Tdbm Service is designated a client on the LAN. NFCS will 
host a client Tdbm. 

The Tdbm process running on the Tdbm Master Host machine plays the role of network controller 
and synchronizes the track database management activities of each Tdbm within the network. 
Application code logs into the client Tdbm to make database changes and/or queries. The NFCS 
client Tdbm maintains sufficient data in memory to answer most application queries without 
accessing the Tdbm Master. 

GCCS-M will also provide an interface for NFCS to receive certain data communications directly 
including Air Tasking Order (ATO) data and Air Coordination Order (ATO/ACO) data. This 
information will be received by NFCS in the form of a USMTF message via TCP/IP. GCCS-M 
will be set up to auto-forward the ATO/ACO messages to NFCS.

Results and Findings

The NFCS technical architecture model, illustrated in the following diagram (Figure 5), is set up 
as a layered TRM structure. The TRM layers define boundaries that should be used when 
developing NFCS computer hardware and software interfaces. The TRM abstract model helps 
NFCS software designers and developers recognize interfaces and modularize the software into 
layers. These layers are used to pass information among other components and systems.
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Figure 5. NFCS Functions and Layered TRM Architecture

Figure 6 illustrates the use of the TRM services view to structure the services required for NFCS. 
The traditional TRM services view fits the NFCS application services layer well as it provides the 
primary communications and support applications services required to enable NFCS to function.   
Additionally, the model requires little additional work other than to identify the mission support 
applications (user applications) that NFCS requires. The TRM services view provides an 
extensive checklist against which to evaluate the completeness of the final NFCS design.

Application
Platform Entity

Application
Software Entity

Logical
Interfaces

Direct
Interfaces

Application
Software Entity

Application
Platform Entity

External
Environment

External
Environment

Application
Program
Interfaces

External
Environment
Interfaces

Monitor Operational Readiness
Maintain Tactical Data
Direct and Execute Naval Fires
Prepare Fire Support Plans

Process Communication
-- with databases

-- with external systems 

Major NFCS FunctionsMajor TRM Architectural Layers



Appendix E: Case Studies

57 TRM User Guide
10 April 2001

Figure 6. NFCS Services Model

NFCS to GCCS-M Interface Mappings

An interface mapping between NFCS and GCCS-M indicates involvement in all of the service 
areas of the model. Generally, the Application Software Entity, where User Applications operate, 
would stimulate an exchange of information at the application layer via database utilities 
executing queries, retrieving data, and storing the results. Figure 7 illustrates the primary 
operating components of this interface.
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Figure 7. NFCS to GCCS-M Track Data Interface

Conclusions

The primary conclusion to be drawn from an effort to map the NFCS architecture using the TRM 
is that the process is relatively straightforward and potentially useful in providing reference 
information for standards within the NFCS development effort. Contributing standards can be 
identified relatively easily once the interfaces have been mapped to the model. It is also believed 
that interoperability will be more assured considering the application of a systematic layering of 
functions, interfaces, services, and the use of standards. 

NFCS architecture development efforts are in their early stages and significant work remains to be 
done. Additional effort must be undertaken to establish the applications required in more detail 
and to complete the mapping of services and interfaces to specific hardware, software and 
standards. NFCS architects are aware that significant challenges remain in establishing detailed 
information exchange and interface performance data.   
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Case Study 2: C4ISR Battle Group/Amphibious Ready Group (BG/ARG)
Functional Design

SPAWAR

This case study describes the C4ISR Battle Group/Amphibious Ready Group (BG/ARG) 
Functional Design developed at the Space and Naval Warfare Systems Command. The purpose of 
the C4ISR BG/ARG Functional Design is to depict a notional BG/ARG functionality that can be 
used by Navy C4ISR resource sponsors, system planners and system implementers to help:

• assessing future battle group functionality

• planning efficient allocation of battle group system resources

• tracing the operational requirements and supporting system capabilities

• ensuring interoperability among and external to the battle group

• identifying interoperability issues and system shortfalls

Figure 1-1 illustrates an overview of the BG/ARG Functional Design concept. The concept 
demonstrates a logical linkage from operational activities to system functions supported by 
interoperability standards. The Functional Design starts by identifying all the operational 

Figure 1-1 BG/ARG Functional Design overview.

activities with associated information exchange requirements (IERs) that apply to the BG/ARG 
warfare command node(s). The operational activities are then linked to the system functions for 
subsequent allocation to the physical nodes. System function IERs are also developed, attributed, 
and documented. System functions are analyzed to derive applicable service areas and appropriate 
interoperability standards are defined for each service area. Accordingly, the BG/ARG Functional 
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Design with three Architecture Framework views is developed: the Operational View (OV), the 
Systems View (SV) and the Technical View (TV).

Rationale/Purpose

This case study demonstrates the usage of the DoD Technical Reference Model (TRM) as an aid 
in the development of the TV for the BG/ARG Functional Design. The DoD TRM was used as the 
reference for a list of all possible service areas that may be applicable to the BG/ARG Functional 
Design. The TV was developed by identification of DoD TRM service areas applicable to the BG/
ARG system functions (from the SV). Standards were then selected for each service area based on 
review and analysis of the Joint Technical Architecture (JTA) and the DoN CIO Information 
Technology Standards Guidance (ITSG).

Description of Process Used

The process used for defining the BG/ARG Technical View (TV) is as follows:

1. Review the DoD TRM System Services for possible application to the BG/ARG 
Functional Design 

2. Determine applicable TRM System Services that apply to the BG/ARG system 
functions

3. Select standards to pertinent System Services

Service Areas for the BG/ARG TV were derived from Service View in DoD TRM dated 5 NOV 
99 and were amplified for application to the BG/ARG Functional Design. The BG/ARG service 
areas are mapped to the Systems Services in the DoD TRM as follows:

Table 1-1 DoD TRM System Services to BG/ARG Service Areas

BG/ARG ServiceAreas DoD TRM System Services

Document Interchange, 
Graphics Interchange, 

Geospatial Interchange,
Still imagery Interchange,

Motion Imagery Interchange,
Audio Interchange,

Atmospheric Interchange,
Oceanographic Interchange,

Signal Intelligence
Imagery Intelligence

Data Interchange Services
(DoD TRM Section 4.4.2.1.4)

E-Mail
VTC

Network Services
Transmission Media

Communication Services
(DoD TRM Section 4.4.2.1.6)

Information Modeling Engineering Support 
(DoD TRM Section 4.4.1.2.6)
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Results/Findings

Using the detailed descriptions of the System Services in the 5 NOV 1999 TRM document, 
suitable service areas (listed above in Table 1-1) can be easily synthesized. These service areas 
provide a framework for interfaces and subsequent analysis of interoperability issues. There are a 
number of useful applications that can be derived from the BG/ARG function design by using the 
design elements (e.g. operational activities, system functions, standards, physical nodes) shown in 
Figure 1-1.

• Interoperability Issues - Identify any difference in standards or performance parameters 
that jeopardizes information exchange among command nodes. Ensure that standards are 
compliant with mandated and governing documents such as the JTA and ITSG/ITIA. The 
set of service areas derived from the DoD TRM provides a common framework for 
selection of interfaces and standards.

• System Tradeoff Threads - Identify links between system functions and systems; compare 
systems providing similar functions

• Functional Gaps and Overlaps - Analyze system functions to determine functional 
redundancies and/or deficiencies

• Personnel Loading - Analyze system functions to determine personnel requirements and 
further assess overlapping efforts

Expectations 

The DoD TRM is useful in providing insight into the selection of service areas applicable to the 
BG/ARG functional design. The set of service areas derived from the DoD TRM provides a 
common framework for selection of interfaces and standards. Analysis of these standards and 
interfaces across a multitude of command nodes enables identification of interoperability issues 
that need to be resolved. 
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Case Study 3: Transmission Control Protocol/Internet Protocol (TCP/IP)  to TRM

US ARMY Tank-Automotive Research,

Development and Engineering Center (TARDEC)

Objective of Case Study

This case study will show how the Transmission Control Protocol (TCP) Internet Protocol (IP) 
communication suite of protocols uses a layering implementation that can modeled via the DoD 
Technical Reference Model which uses defined direct and logical interfaces.   This case study 
provides a very general description of how TCP/IP relates to the TRM, and it doesn’t provide an 
in-depth explanation of TCP/IP. 

Rationale/Purpose

The Technical Reference Model (TRM) is a evolution between the TAFIM and the GOA model. 
The TAFIM view defines services within layers, and the General Open Architecture (GOA) 
standard, SAE AS4893, to define the interfaces between layers. These layers share information 
with each other through a defined set of protocols. The TRM stack (stacked layers) begins with 
the physical hardware layer and proceeds through a set of layers to the application layer via a 
precise set of direct and logical interface definitions that clearly identify the separation of 
boundaries between the layers.   A layered structure provides the following attributes: layer 
portability, interoperability between associated layers, plug and play implementations, and 
affordability via contractor competitive competition for the development of each of the 
independent layers.

The purpose of this case study is to show that the TCP/IP suite of communication protocols can be 
modeled using the TRM.

Description/Process Used

In the TRM to TCP/IP diagram below, the model is setup as a layered structure.   The TRM layers 
define boundaries that should be used when developing computer hardware and software 
interfaces. The TRM abstract model helps a software developer recognize interfaces and 
modularize the software into layers. These layers then pass information amongst other 
components and systems.

To develop a communication suite of protocols that are portable and easily maintain, the TRM is 
the modeling tool to help identify the hardware/software layers needed to pass information. A 
concern in passing information is how to identify and define the data parameters needed to 
transfer the information from one platform to another platform successfully keeping in mind the 
separation of boundaries to the input layer, output for that layer, and the logical interface 
understanding between adjacent components or systems. A software developer must also look at 
how the passed information will be protected and verified correct upon receipt.   Header data, bit 
insertion techniques, and various algorithms are used to ensure application data within a bit 
stream is not corrupted. Also within a communications protocol, the receiving layers should send 
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acknowledgements back to the sender of the information letting that layer know that the passed 
information was successful. If not successfully passes, the sending layer will retransmit the 
information.

An example of such a communications protocol is the Transmission Control Protocol (TCP) 
Internet Protocol (IP). TCP/IP uses four stacks or layers to transfer data, because the physical 
layer and data link layer are combined. In the diagram, I have broken these two layers out to show 
the distinction between the layers.

The purpose of a layer is to offer certain services to the higher layers, shielding those layers from 
the details of how the services are actually implemented. Layer n on one-machine carries on a 
conversation with layer n on another machine via the protocol definition (logical interface 
definition).   A resulting communications protocol stack in formed when data is passed from each 
individual layer from the lowest layers to the highest layers and the highest layers to the lowest 
layers. The picture below shows a protocol stack formation, and the commutations between host1 
to host2. 

 The virtual communications between host1 and host2 is the logical interface classes, which 
establishes the communications understanding or protocol understanding between layers. The 
physical communications is the direct software layer algorithm to direct software layer algorithm 
interface, which passes and receives the defined software data parameters based on the logical 
interface definition. The software layer algorithms are created based on the protocol definition, 
and each software layer algorithm implementations are independent from other software layer 
algorithms. Virtual communication (logical interface) would not exist with out the direct 
interfaces, and the logical interface definition determines the data parameters that the direct 
interface algorithms utilize. 
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Below is a description of how the TCP/IP packets (stream of data) of information that are 
separated into columns of information which form the layers in the TCP/IP stack.

1D

2D

Host to 
Network 
contains first 
two OSI model 
layers.
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In the TCP/IP communication protocol, the architecture is based on the Internet datagram 
definition. The make up of the datagram is a stream of bits, 1 and 0’s. This stream of bits is further 
defined by bytes. There are 8 data bits to one byte. The Internet datagram is defined as:

Note: The Frame Check Sequence is used as error checking in data transmission and UDP is used 
for error checking when send isolated messages to another system.

A datagram is a finite-length packet with sufficient information to be independently routed from 
source to destination without reliance on previous transmissions. Each of the separately defined 
byte lengths represent data that the software layer algorithm understands via the protocol 
definition. 

Physical Layer

The TRM physical layer is responsible for generating and actually passing the physical electrons, 
stream of information, from sending hardware component to the receiving hardware component. 
The physical layer contains the hardware, sensors, microcontroller, microprocessors, data buses, 
electromagnetic waves, and electrical interface requirements, which is the 1D direct interface.   

• Logical Interface

An example of the logical interfaces associated with the physical layer bit stream of 
information being passed from the sending hardware to the receiving hardware is shown 
below.

011111  11011111 010  Data Bits

0111110110111110010  Stream of Information being Transferred

  Extra Bits Inserted and Removed by the Hardware

The sending hardware inserts a zero bit (0) after every five consecutive one-bit pattern (1). 
This procedure is called zero bit insertion or bit stuffing. The receiving hardware will 
remove the inserted zero bits upon receipt of the data stream.   The two hardware 
components must have already defined the logical interface definition before bit insertion. 
So, the sending and receiving hardware already have an understanding on how they will 
communicate with each other before sending and receiving information data. This logical 
interface definition is normally used so duplication for the user data (application data) is 
not corrupted from sending hardware to receiving hardware. 

Physical/Data Link IP Layer Data TCP or UDP Layer Application Data Frame Check SequencePhysical/Data Link IP Layer Data TCP or UDP Layer Application Data Frame Check Sequence
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• Direct Interface

The direct interface is a bus connecting the two hardware pieces.

Data Link Layer

The task of the data link layer is to convert the raw bit stream offered by the physical layer into a 
stream of frames for use by the network layer. Various framing methods are used, including 
character count, character stuffing, and bit stuffing. Data link protocols can provide error control 
to retransmit damaged or lost frames.

Internet Protocol Layer

The Internet Protocol (IP) layer routes data between the hosts, other systems. The information 
data may be passed to a single network or may be relayed across several networks in the internet. 
IP address data routes its traffic without caring which application to application interaction a 
particular datagram belongs to.

Transmission Control Protocol (TCP) 

The TCP provides a reliable data connection service to applications. TCP has as an algorithm, 
which guarantee that data is error free, complete, and in proper sequence for recombining packets 
of data. TCP ensures data is sent and received by sending acknowledgement message between the 
sending TCP layer system and receiving TCP layer system. It is a logical interface or virtual 
communications interface.

Application Layer

Application used by TCP/IP are: File Transfer Protocol, Simple Mail Transfer Protocol, Telnet 
terminal access, Domain Name System (DSN) directory services, and program to program 
communications.

The two diagrams below show how the information data can be separated into segments and 
represented as a layers/stacks.
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Results/Findings

In the comparison between the TRM, OSI, GOA and TCP/IP, I have broken down the TCP/IP 
model using the TRM and OSI model concepts. The TCP/IP model doesn’t make a distinction 
between the physical and data link layers. Each layer in the TCP/IP model uses the fields in the 
datagram above to check for error transmissions and router destinations while protecting the 
application data. Each of the defined fields, bytes, are stripped away via a particular layer 
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algorithm as defined by the protocol being used. When the remaining datagram bit stream reaches 
the application layer, the bit stream contains some header information for error checking and the 
application data. The application software can use the application data without having any 
knowledge of how the data arrived. 

The picture below is another view of the relationship between the TRM model, TCP/IP and the 
GOA interface classes.    The TCP/IP model can easily be represented via TRM model and OSI 
model.
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4D Application to System Service Direct Interfaces
3L Systems Services Logical Peer Interfaces
3D System Services to Resource Access Services Direct Interfaces
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Definitions

Destination Address: This field contains the destination information (used by the network Layer).

Source Address: This field contains source information (used by the network Layer).

User Data field: This field contains data used by the application (used by application).

Frame Check Sequence: Error checking for data transmission

Service is a set of primitives (operations) that a layer provides to the layer above it. The service 
defines what operations the layer is prepared to perform on behalf of its users, but it says nothing 
at all about how these operations are implemented.

Protocol is a set of rules governing the format and meaning of the frames, packets, or messages 
that are exchanged by the peer entities within a layer. Layers use protocols in order to implement 
their service definitions.

Host to Network (first two layers):

• The physical layer is concerned with the transmission characters of wire, fiber optics, and 
wireless communications. It passes the steam of bits in the form of a datagram.

• The data link layer delimits the start and end of frames to be used by the network layer.

The network layer is concerned with getting packets from the source to the destination.

The transport layer provides reliable, cost-effective data transport from the source machine to the 
destination machine, independent of the physical network. 

The application layer is concern with security, naming within the internet, network management, 
and the applications such as electronic mail, net news, multimedia, and world wide web. 

Expectations

The TCP/IP communications protocol is an example of how to define, using the TRM model, 
interfaces within an system. Defining the interfaces between layers makes the software portable. 
A common understanding (datagram definition) should be established between system layers for 
the purpose of interoperability.   The TRM model provides the layer concept needed to support 
interoperability, portability, and affordability. The TRM model is a good tool to use for computer 
and software developers.

Main domains use the TCP/IP in their communications with each other. (DOD, Industry, Various 
Countries). Interoperability between these domains is achieved because they use the same 
standard (TCP/IP standard). JTA accomplishes the same interoperability goals mandating 
standards that are to be used by the weapons community.
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Case Study 4: Mapping of Defense Information Infrastructure (DII) Common 
Operating Environment (COE) Segments to DoD Technical Reference Model (TRM) 

Services

  The Aerospace Corporation

Purpose and Objective of the Case Study

The Defense Information Infrastructure (DII) Common Operating Environment (COE) is an 
infrastructure for building interoperable systems across user applications using a set of guidelines, 
standards and specifications implemented through a collection of reusable components or 
segments. In the DII COE Integration and Runtime Specification (I&RTS), a segment is defined 
as a collection of one or more software and/or data units most conveniently managed as a unit of 
functionality.  Building a target system includes combining COE components with mission-
specific software.

The mapping document categorizes the DII COE segments into the service areas defined in the 
DoD TRM. Each COE segment is mapped into a DOD TRM service based on the segment's 
functionality as determined from DII COE and COTS documents. Although the DOD TRM 
provides for both a services and an interfaces view, at this time the mapping contains only the 
services view. 

Rationale

In the DII COE documentation, a conceptual correspondence already existed between the DOD 
TRM and the DII COE, illustrated in figures showing the DII COE services and architecture. As a 
logical follow-on to the notional mapping already in the DII COE documentation, a finer 
granularity of mapping was developed of the DII COE segments to the services defined in the 
DOD TRM.   The mapping provides a common foundation for viewing diverse components from 
a conceptual perspective, and helps to understand the roles of the various COE segments. It can be 
used not only to contrast DII COE with other system architectures but also to provide a basis for 
correlating interoperability areas between the DII COE and other system architectures.

Description

The COE segments referenced in the mapping were derived from the DII COE 3.4 Build Lists. 
The purpose of each segment in the build list was identified, and based on the segment’s purpose, 
it was mapped to a DOD TRM service. The software version description document and the DII 
COE Integration and Runtime Specification (I&RTS) document were used to obtain a segment’s 
function. If a software version description document was unavailable for a segment and the 
I&RTS provided no descriptive information, the World Wide Web was searched for information 
related to the segment. 

The mapping document contains a listing of the DOD TRM service areas, each followed by the 
descriptions from Section 4.4 of the DOD TRM. Below each DOD TRM service are the COE 
segments mapped to that service. With each segment is a description of the segment, with the 
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source for the description identified. The host platform(s) on which each segment is available are 
also listed. 

Results/Findings

Most of the DII COE segments were easily mapped to a single DOD TRM service area, but some 
of the segments could be categorized into more than one service area. To minimize ambiguity, the 
primary purpose of the segment was identified and used to categorize it into a single DOD TRM 
service area. 

For example, the DocViewer segment allows users to view documents installed locally or 
documents loaded on any document server. This segment was mapped to DoD TRM 4.4.1.2.1 
Multimedia.

Similarly, the Application Framework segment is a client to the Joint Mapping Toolkit – 
Visualization segment that provides a framework for application segments that share a common 
tactical display. The DII Motif Style Segment tailors and extends basic Motif features in 
accordance with Version 3.0 of the DII COE User Interface Specification. Both of these segments 
were mapped to DoD TRM 4.4.2.1.2 User Interface Services.

As another example, the Object Request Broker is an intermediary that coordinates and manages 
the requests between clients and servers. This segment was mapped to DoD TRM 4.4.2.4.4 
Distributed Computing Services.

There were some segments that did not appear to map directly to an existing service area. For 
each of those segments, a decision was made to map the segment into the DOD TRM service area 
that seemed most closely related to the purpose of the segment. The segments where this tailoring 
of the model was required included the Software Development Kits (SDK), the Alerts, and the 
data segments.   

The SDKs provide examples and libraries that a developer can utilize to develop or expand the 
function of a COE segment. Each SDK was categorized into one of the DOD TRM service areas 
based on the functionality developed by utilizing the SDKs. For instance, the Universal 
Communications Processor (UCP) SDK provides the development libraries, including scripts, 
data, and sample sources, for third party UCP developers to build client applications for the UCP 
engines. Since the UCP mapped to the DoD TRM 4.4.2.1.6 Communication Services, the UCP 
SDK was also mapped to that service area.

The Alerts segment provides a generic mechanism for the sending and receiving of alert messages 
between processes. It provides applications with the ability to register specific events which will 
generate visual/audio/log alerts to the operator during the operation of the system. This segment 
was mapped to the DoD TRM 4.4.2.2.9 Extended Operating Services, since the description of the 
services in that service area was closest to the functionality of the alerts.

The data segments can be classified into account groups, templates, and data used by runtime 
software. They don’t provide any functionality by themselves, but rather provide a mechanism for 
creating or modifying the runtime environment. The account groups, which provide samples for 
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accessing and customizing the user interface, were mapped to the User Interface Services. The 
templates provide examples of how to customize the behavior of a parent segment and were 
mapped to the same DOD TRM service area as the parent segment. The data segments were 
mapped to the same DOD TRM service area as the segment that utilized the data at runtime. For 
example, the MIL-STD-2525 Symbology data segment, which contains Computer Graphics 
Metafiles (CGM) and a menu hierarchy that allow the construction of MIL-STD-2525A icons, 
was mapped to DoD TRM 4.4.1.2.1 Multimedia.

Conclusions

The DOD TRM is very useful in gaining a better understanding of the roles and functions of the 
DII COE segments. Moreover, the mapping process also provides useful feedback on the DOD 
TRM itself. The mapping provided valuable insight into the tailoring process, and may even 
provide input in possible future updates of the DOD TRM.
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Case Study 5: VETRONICS Technology Testbed (VTT)

US ARMY Tank-Automotive Research,

 Development and Engineering Center (TARDEC)

Objective of Case Study

The Vehicle Electronics (VETRONICS) organization within TARDEC developed the 
VETRONICS Open System Architecture (VOSA) model, which is the VETRONICS 
implementation of the Department of Defense (DOD) Technical Reference Model (TRM) 
concept. 

The goal of VOSA is to address open system architecture concerns for ground platform systems 
using both commercial and military standards and to incorporate the standards identified by 
VOSA into the Joint Technical Architecture – Army document. VOSA has identified standard 
software/hardware interfaces, which facilitate interoperability; technology upgrades; reduced 
software development time; maximizes portability; and coordinates the sharing of resources.

This case study will show how TARDEC developed, as a research and development project, a 
new weapon system concept, the VETRONICS Technology Testbed (VTT), using the DOD TRM 
as the basis for the architectural design. VOSA via DOD TRM use interface classes to define the 
relationship between entities within a weapon system, and VETRONICS used VOSA to define 
the entity relationships within the VTT.

System Overview

The VTT is a research and development project within TARDEC being sponsored by the Office 
of the Deputy Assistant Secretary for Research and Technology, Dr. A. Michael Andrews. The 
VTT requirements were generated from the Office of the Deputy Assistant Secretary for Research 
and Technology and the user (soldier). The VTT (figure 1) is a ruggedized, real-time hardware 
and software module system being integrated into an actual ground combat host vehicle. The 
main objective of the VTT is to demonstrate the capability of one crewmember to perform the 
functions of both the vehicle Commander and vehicle Driver. The VTT will also be one of the 
beta test sites for the Weapon Systems Technical Architecture (WSTA) Operating Environment 
(OE). The demonstration must take place while operating over military significant terrain and 
while performing a military significant mission.

Vehicle requirements will include:

• Tracked Vehicle

• 20 – 40 Ton Weight Class

• Two Crewmembers (Commander/Driver and Gunner)

• Drive-By-Wire Capability

• Day and Night Operation

• Indirect Vision as Primary Vision

• Three Dimensional (3D) Audio System
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• Speech Recognition and Generation

• Head Tracking

• Multi-Function Displays with Touch Screens

• Baseline Crewman’s Associate Soldier Machine Interface (SMI)

• Embedded Simulation as an Enabling Technology for Embedded Training, Mission Rehearsal, 
Battlefield Visualization and After Action Review

• Compatibility with Joint Technical Architecture (JTA)-Army and Weapon System Technical 
Architecture Working Group (WSTAWG) mandates

• WSTAWG Operating Environment (OE)

• FBCB2 Interoperability (Embedded Battle Command (EBC) and Joint Variable Message Format 
(JVMF))

• Communication via Voice Intercom and SINCGARS Radios

• Data Logging/Test Observation is Required

• Vehicle Safety Release/Safety Driver

Figure 1

Description/Process Used

VOSA defines the open system standards needed for the ground combat weapon system. The 
VOSA architecture process is an iterative process involving studies of legacy systems, industrial 
standards and commercial standards that meet the Technical Architecture and performance 
requirements for the combat weapon system. This architectural iterative process involves 
studying cost factors, performance risks, and performance with respect to interoperability. The 
VTT is being simulated in a laboratory environment for preliminary testing, and the software used 
in this simulation testing will be installed on the vehicle for ground vehicle testing. VETRONICS 
is achieving software reuse by porting software from the Systems Integration Laboratory (SIL) to 
the combat vehicle.

System Level Architecture.   The VETRONICS system of a combat vehicle (figure 2) shall 
consist of stations interconnected by data, audio, and a video distributed network all powered by a 



Appendix E: Case Studies

77 TRM User Guide
10 April 2001

distributed power network. The components that make up the software architecture (figure 3) are 
identified by name with data flow direction via data buses identified in table 1. An example of the 
software data type definitions used that provide for software interoperability between layers and 
plug and play capabilities are shown in table 2. 

To help us refine the architecture for the VTT, we identified the services and the interface classes 
within our standards using the DOD TRM guidance document (table 1). By using this table, the 
system interfaces and services can be categorized, assessed and compared for commonality, 
portability, and interoperability issues.

Figure 2
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Table 1

VETRONICS 
TECHNOLO-
GIES TESTBED
March 2000

Joint Techni-
cal
Architecture
(JTA)

Version 3.0
15 November 
1999

(Draft) Interface 
Definition

Standard Description Paragraph

1D EIA 232 Serial Data Link 2.3.2.2.2.2

1D EIA 423 Serial Data Link 2.3.2.2.2.2

1D EIA 422 Serial Data Link 2.3.2.2.2.2

1D MIL-STD-1275 Characteristics of 28 Volt DC Electrical 
Systems in Military Vehicles

1D MIL-STD-1474 Noise Limits for Army Materiel

1D MIL-STD-461 Requirements for the Control of 
Electromagnetic Interference Emissions 

and Susceptibility

1D/1L SVME-179 General Purpose Processors (GPP)  
PowerPC

1D/1L IEEE 802.3/80214 CSMA/CD, 10/100BASE-T 2.3.2.2.2.1

1D/1L ATM: Asynchronous Transfer Mode 2.3.2.2.2.5

1D/1L Dual Pentium III 
500mhz

Processors B-Kit

1D/1L RT-1523(E) Receiver-Transmitter (ASIP)

1D/1L AS-3916 Antenna

1D/1L IEEE 1014 Rev D VME64 (VME Extension) WS.GV.3.5.2

1D/1L ANSI X3.131 Small Computer Serial (System) Interface WS.GV.3.5.2

1D/1L MIL-STD-1553B Digital Time Division Command/Response 
Multiplex

WS.GV.3.5.2

1D/1L IEEE P1386-1 PCI Mezzanine WS.3.5.3

1D/1L EIA 170 RS-170 Monochrome Video

1D/1L SMPTE 170M NTSC Color Video
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1D/1L IEEE 1102.2
(IEEE 1101.2)

Mechanical core specifications for 
conduction cooled eurocards

WS.GV.3.5.2

1D/1L ISO/IEC 8802-3 Ethernet

1D/1L ICD-GPS-153 PLGR GPS ICD (Emerging Standards)

1D/1L EIA 485 Multi-Drop Bus -

1D/1L SAE AS 4075 High Speed Ring Bus -

1D/1L ANSI X3T10/11 Fibre Channel C4ISR.3.2.2.2.
1

1D/1L CSMA/CD, 10/100BASE-F -

1D/1L IEEE 1014 Versa Module Europe (VME) WS.GV.3.5.2

1D/1L Universal Serial Bus (USB) -

1D/1L IEEE 1394
(Firewire)

IEEE standard for a high performance bus C4ISR.3.2.2.2.
2

1D/1L IEEE 1014-1987
"Versa Module

Europe (Eurocard)"
(VME)

Commercial backplane control bus for high 
performance systems

WS.GV.3.5.2

1D/1L IEEE P1386-1 PCI Mezzanine card standard WS.3.5.3

1D/1L VITA 20-199x
Draft 1.6

Conduction cooled PCI mezzanine card 
standard

-

1D/1L VITA 18-199x
Draft

VME pin assignments for format E form 
factor SEM boards and backplanes

-

1D/1L ISO 11898 Controller Area Network (CAN) Bus -

1D/1L Peripheral Component Interconnect (PCI) C4ISR.CRY.3.
2.1

1D/1L Compact PCI WS.GV.3.5.2

1D/1L ANSI X3T10/11 Fibre Channel C4ISR.3.2.2.2.
1

1D/1L ISO 11898 Road Vehicle - Interchange of Digital 
Information - Controller Area Network 
(CAN) for High Speed Communication 

(power management)

-

1D/1L ATR PCB format -

1D/1L IEEE 1101.4a
Military Format-E

Form Factor
Modules

PCB format
EIA E700AAXA 372 pin connector

-

2D AM-7239(E) Vehicular Amplifier Adapter w/INC



Appendix E: Case Studies

TRM User Guide 80
10 April 2001

2D AM-7238 RF Amplifier

2L VESA PnD Display monitor plug & display -

3L MIL-STD-1777
(RFC 791)

Internet Protocol (IP) 2.3.2.1.1.2.1.3

3L (RFC 768) User Data (Datagram) Protocol (UDP) 2.3.2.1.1.2.1.2

3L ISO/IEC 9945
IEEE 1003

Information Technology - Portable 
Operating System Interface (POSIX)

2.2.2.2.1.7

3L IETF Standard 51 
(PPP)

Point to Point Standards

3L VMF TIDP (VMF) Data Exchange

3L X.500 Directory Services 2.3.2.1.1.1.2.1

3L Simple Network Management Protocol 
(SNMP)

2.3.2.4.1

3L (RFC 959) File Transport Protocol (FTP) 2.3.2.1.1.1.3

3L MIL-STD-1778
(RFC 793)

Transmission Control Protocol (TCP) 2.3.2.1.1.2.1.1

3L Express Transport Protocol (XTP) -

3L ITU-R BT.601 Studio encoding parameters for digital 
television for standard 4:3 and widescreen 

16:9 aspect ratio

2.2.2.2.1.4.5.1.1

3L ITU-R BT.1302 Interfaces for digital component video 
signals in 525-line and 625-line television 

systems operating at the 4:2:2 level of 
recommendation ITU-R BT.601

-

3L Asynchronous Transfer Mode (ATM) 2.3.2.2.2.5

3L ITU-R BT 472 Video frequency characteristics for 625-
line colour or monochrome television 

systems

-

3L ISO/IEC 13818
(MPEG2)

Information technology - Generic coding 
of moving pictures and associated audio 

information

2.2.2.2.1.4.5.1.1

3L VESA XVGA Extended VGA display monitor timing -

3L VESA SVGA Super VGA display monitor timing -

3L X-Window System 2.2.2.2.1.2

3L (IEEE 1295) Motif graphical user interface development 
toolkit

2.2.2.2.1.2
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3L/1D/1L DY4 DMV-177 the EBC common card processor

4D X-Window System 2.2.2.2.1.2

4D/3D/3L/2D/2L
Operating System 

Service

VxWorks -

4D/3D/3L/2D/2L
Operating System 

Service

LynxOS -

4D/3X/3L
Support System 

Service

WSTAWG #1 WSTAWG Operating Environment (OE) 
Application Programmer’s Interface (API)

4L MIL-STD-2401 
(WGS 84 Datum)

Geospatial Data Interchange

4L MIL-STD-2525a Common Warfighting Symbology 2.5.2.3

4L WSTAWG #2 WSTAWG Weapon System Mapping 
Services API

4L FBCB2 Force XXI Battle Command Brigade and 
Below

4L WSTAWG Position and Navigation (Pos/Nav) API

4L Hypertext Transfer Protocol (HTTP) 2.3.2.1.1.1.8.1

4L ISO/IEC 14496
(MPEG4)

Coding of moving pictures & audio -

4L WSTAWG JVMF Joint Varible Message Parser  API

Software Engineering 
Service

ISO/IEC 8652 Programming Language Ada Not Mandated

Software Engineering 
Service

ISO/IEC 9899 Programming Language C -

Software Engineering 
Service

ISO/IEC 14882 Programming Language C++ -

Software Engineering 
Service

ISO 12207 Software Development and Documentation

Service MIL-STD-882 System Safety Program Requirements

Service MIL-STD-1472 Human Engineering Design Criteria for 
Military Systems, Equipment and Facilities

Service MIL-HDBK-759 Human Factors Engineering Design for 
Army Materiel

Service MIL-STD-1815 Reference Manual for the Ada 
Programming Language.
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Service MIL-STD-1275 Characteristics of 28 volt dc Electrical 
Systems in Military Vehicles

-

Service MIL-STD-704 270V dc Aircraft Electrical Power 
Requirements

Includes 270 volt systems

-

Service To be defined 600 volt systems -

Service ISO/IEC 12207 Software lifecycle processes -

Service IEEE/EIA 12207 Industry Implementation of ISO/IEC 
12207

-

Service J-STD-016 Software lifecycle processes, software 
development

-

Service n/a JAVA 2.2.3.4.2 
(JVM)

Service n/a CORBA 2.2.2.2.1.11.2

Service JSP 101 Security -

Service ISO/IEC 7498-1 Information Technology - Open Systems 
Interconnection - Basic Reference Model: 

The Basic Model

-

Service ISO/IEC 8822 Information Technology - Open Systems 
Interconnection - Presentation Service 

Definition

-

Service ISO/IEC 10746
(various parts)

Information Technology - Basic Reference 
Model of Open Distributed Systems

-

Service AS 4893 Generic Open Architecture (GOA) 
Framework

WS.3.1

Service ISO/IEC 8824-2 Information Technology - Abstract Syntax 
Notation One (ASN.1): Information Object 

Specification

-

Service ISO/IEC 8825-2 Information Technology - ASN.1 
Encoding Rules: Specification of Packet 

Encoding Rules (PER)

-

Communication Ser-
vice
3L

MIL-STD-188-220B Combat Net Radio Networking

Service (IEEE 1295) Motif graphical user interface development 
toolkit

2.2.2.2.1.2
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Software Architecture (figure 3)
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Table 2

Data Description Representatio
n

brake_cmd Commanded percentage position for the brake 
actuator

32-bit float

steering_cmd Commanded percentage position for the steering 
actuator

32-bit float

throttle_cmd Commanded percentage position for the throttle 
actuator

32-bit float

trans_gear_cmd Commanded position for the transmission gear enumeration

brake_pos_cmd Commanded position of the brake actuator 16-bit float

steering_pos_cmd Commanded position of the steering actuator 16-bit float

throttle_pos_cmd Commanded position of the throttle actuator 16-bit float

trans_fb_pos_cmd Commanded position of the front/back actuator 16-bit float

trans_ss_pos_cmd Commanded position of the side/side actuator 16-bit float

brake_status Current percentage position of the brake actuator 32-bit float

steering_status Current percentage position of the steering actuator 32-bit float

throttle_status Current percentage position of the throttle actuator 32-bit float

trans_gear_status Current position of the transmission gear enumeration

brake_pos_status Current position of the brake actuator 16-bit float

steering_pos_status Current position of the steering actuator 16-bit float

throttle_pos_status Current position of the throttle actuator 16-bit float

trans_fb_pos_status Current position of the front/back actuator 16-bit float

trans_ss_pos_status Current position of the side/side actuator 16-bit float

drive_abort_activated Current drive abort state enumeration

command_failed_id Specifies what type of command failed enumeration

command_failed_seq_
num

Specifies which command had failed 16-bit integer

drive_abort_activated_
hi_lo

Current power state of the drive abort circuit 16-bit integer

headlights_cmd Commanded state of the headlights enumeration

blackout_lts_cmd Commanded state of the blackout lights enumeration

brake_lts_cmd Commanded state of the brake lights enumeration

smoke_gen_cmd Commanded state of the smoke generator enumeration
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Table 2

Conclusion

•  By using the DOD TRM guidance document, TARDEC was able to identify interface 
classes that enable us to conduct architectural studies for the successful development of 
the VTT.

• The DOD TRM assisted in establishing common terms, interfaces, and service definitions 
in which to address interoperability issues and commonality via this singular framework.

• The benefit from using the DOD TRM in the creation of VOSA is best represented by the 
achievement of two fundamental categories: software portability and systems interopera-
bility.

• The DOD TRM reference model was a useful tool in defining the analysis process for this 
study and it helped improve communication between members within VETRONICS.

• Addressing real-time interfaces was facilitated by the DOD TRM and its interface class 
definitions.

• This same VTT/TRM approach can be adapted to other military vehicles to expand and 
establish greater interoperability among operator stations across a wider range of military 
vehicles as well as air platforms (i.e., helicopters).

drive_image_select Simulated commanded state of the drive sensor enumeration

headlights_status Current state of the headlights enumeration

blackout_lts_status Current state of the blackout lights enumeration

brake_lts_status Current state of the brake lights enumeration

smoke_gen_status Current state of the smoke generator enumeration

system_voltage Current output of the engine generator 32-bit float

fuel_level Current fuel level 16-bit integer

eng_oil_pressure Current engine oil pressure 32-bit float

eng_coolant_temp Current engine coolant temperature 32-bit float

engine_status Current engine running state enumeration

vehicle_speed Current vehicle speed 32-bit float

odometer Current odometer reading 32-bit float

drive_image_status Simulated state of the drive sensor enumeration

headlights_status_hi_lo Current power state of the headlights circuit 16-bit integer

blackout_lts_status_hi_
lo

Current power state of the blackout lights circuit 16-bit integer

brake_lts_status_hi_lo Current power state of the brake lights circuit 16-bit integer

smoke_gen_status Current power state of the smoke generator circuit 16-bit integer

system_voltage_filtered 25% of the voltage representing the system voltage 16-bit float
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• Using the DOD TRM with other aids facilitates source selection in military procurements 
of this type as the TRM can be used as another parameter/metric to assess a contractor’s 
approach and understanding of the problem.

Reference:

• Department of Defense Technical Reference Model, Version One, November 5, 1999

• Joint Technical Architecture, Version 2, November 15, 1999

• Software Requirements Specification for the VETRONICS Technologies Testbed, Version 
2, September 22, 1999

• System Design Description for the VETRONICS Technologies Testbed, Draft Version 3, 
June 30, 1999

• System Specification for the VETRONICS Technologies Testbed, Version 3.1, August 31, 
1999
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Case Study 6: USPTO Technical Reference Model Case Study

U.S. Department of Commerce Patent Trademark Office

Introduction

The United States Patent and Trademark Office (USPTO) is one of 14 agencies within the 
Department of Commerce (DoC). USPTO's mission is derived from the U.S. Constitution, which 
states, "The Congress shall have the power to promote the progress of science and the useful arts, 
by securing for limited times to inventors exclusive rights to their discoveries." The USPTO 
enterprise includes six business areas: Patents, Trademarks, Information Dissemination, 
Corporate Support Function, Policy Function, and Infrastructure. The primary services USPTO 
provides include examining and issuing patents, examining and registering trademarks, and 
disseminating patent and trademark information to promote an understanding of intellectual 
property protection and facilitate development and sharing of new technologies worldwide.

To successfully carry out its mission, USPTO is supported by an array of automated information 
systems (AISs) and a robust underlying information technology (IT) infrastructure. USPTO's 
current inventory lists approximately 44,000 commercial off-the-shelf (COTS) hardware assets 
and 780 COTS software products. The backbone of the current IT infrastructure is a high-speed 
switched network that links several hundred UNIX and Windows NT Servers, more than 8,000 
Windows NT desktop workstations, 140 high-speed shared printers, and in excess of 70 terabytes 
of on-line magnetic mass storage.

Under the Office of the Chief Information Officer (OCIO), USPTO centralizes the responsibility 
for IT planning, technical direction, oversight, policy formulation, system development and 
acquisition, day-to-day operational management of the IT infrastructure, and dissemination of IT 
products and services. To provide a firm foundation for carrying out these duties, OCIO has 
instituted a comprehensive IT Architecture Management Framework and an enterprise Technical 
Reference Model (TRM).

Purpose/Objective

The remainder of this document presents a case study of USPTO's implementation of its IT 
Architecture Management Framework and TRM. Section 3 explains the rationale and objectives 
for implementation. Section 4 provides insight into USPTO's methodology and approach. Section 
5 quantifies the effectiveness of the USPTO IT Management Framework and TRM in meeting 
objectives. Section 6 summarizes lessons learned by USPTO, as well as future plans. Sections 7 
and 8 provide a list of references and acronyms, respectively.

Rationale

As it evolved over the years, USPTO's IT infrastructure came to comprise a collection of 
heterogeneous computing and communications hardware and often incompatible COTS software 
products. IT tended to be managed on a piecemeal basis, with the IT infrastructure managed as a 
set of distinct application systems, each with its own dedicated operations and support 
organization. This environment constrained USPTO's ability to readily comply with new Federal 
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laws and regulations for IT, rapidly incorporate and leverage new technologies to meet evolving 
requirements, and carry out its mission in the most cost-effective manner.

Recognizing these shortcomings, USPTO began in early 1994 to aggressively address its IT 
infrastructure problems and to better prepare itself for the challenges of the future. USPTO 
developed an ambitious strategic agenda to modernize and to migrate its IT infrastructure to a 
standards-based, open system environment that would help position it to operate more 

successfully and efficiently in the 21st century. USPTO's strategic agenda is focused on providing 
an IT environment for itself, its international partners, and the public where patent and trademark 
information is created once, managed effectively, used often, and evolved over time to electronic 
commerce whereby most transactions are performed electronically using the Internet.

USPTO decided that an enterprise-wide management approach to the IT architecture would be the 
most effective for satisfying strategic business area goals and meeting day-to-day operational 
requirements. USPTO began to formulate and implement an IT Architecture Management 
Framework designed to meet the key goals shown in Figure 1. Implemented effectively, this 
framework will ultimately lead to reductions in patent and trademark cycle times, elimination of 
paper-based processing, and evolution of the businesses to electronic commerce and an electronic 
workplace.

Figure 1. Key Goals of USPTO IT Architecture Management Framework

Description

USPTO's IT Architecture Management Framework, illustrated in Figure 2, is consistent with the 
Federal Enterprise Architecture Framework endorsed by the Chief Information Officers Council 
as a road map for achieving better alignment of technology solutions with business mission needs.

• Better align IT with USPTO business needs.

• Leverage the USPTO IT infrastructure to more effectively serve all business areas
and reduce life-cycle hardware and software maintenance costs.

• Maintain USPTO business production capability in response to increasing
workloads.

• Improve development efficiency across the USPTO enterprise through a common
open systems environment, software reuse, and resource sharing.

• Improve interoperability and security through common infrastructure components
and services.
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Figure 2. USPTO IT Architecture Framework

As shown in Figure 2, the USPTO framework provides the foundation for maintaining and 
evolving the Current ("As-Is") USPTO Architecture to the Target ("To-Be") Architecture needed 
to satisfy USPTO's strategic direction and business goals. The framework relates:

• The external drivers, or stimuli, that cause the architecture to change

• The business functions performed in all six business areas (segments)

• The data needed to perform the business functions

• The applications needed to capture and manipulate the data

• The infrastructure technology (hardware, networks, and communication devices) needed 
to run the applications

• The set of standards, voluntary guidelines, and best practices in use

• The models, plans, policies, governing strategies, and other documentation used as the 
basis for managing and implementing changes in the architecture

• The processes that support transition from the Current to the Target Architecture

• The strategic direction guiding development of the Target Architecture.

Additionally, the framework supports OCIO in ensuring that all USPTO IT initiatives:

• Are managed in accordance with USPTO life cycle management (LCM) principles and 
practices. Application of these principles and practices helps deliver quality systems that 
meet or exceed customer expectations, work effectively and efficiently within the current 
and planned IT infrastructure, and are more cost-effective to maintain and enhance.

• Are consistent with USPTO's Strategic Information Technology Plan (SITP). The SITP 
provides important information on USPTO's strategic vision for implementing an 
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electronic workplace, as well as its associated management strategies, planning 
assumptions and constraints, decision making processes, and priorities.

• Adhere to current and planned IT standards and products contained in USPTO's TRM. The 
TRM provides a comprehensive set of IT services, standards, and preferred products and 
is used for the acquisition, development, and support of all USPTO AISs and the 
underlying IT infrastructure. Because it is explicitly tailored to the USPTO enterprise and 
contains additional elements such as the standards profile and preferred products, the 
USPTO TRM is a more encompassing document than the DoD TRM. The DoD TRM 
document is intended only to provide a description of the DoD’s Technical Reference 
Model. Its scope is necessarily broader so as to accommodate a wider range of 
requirements and system configurations.

Figure 3 illustrates USPTO's IT Management process. As shown, the USPTO Corporate 
Performance Plan and the Strategic IT Plan drive the process. Figure 3 also emphasizes the 
critical role the TRM plays within USPTO's IT Architecture Management Framework. By guiding 
and coordinating IT infrastructure acquisitions, AIS development and deployment, operations, 
and support across the USPTO business areas, the TRM promotes open system design.

Figure 3. USPTO IT Management Process

The structure of the USPTO TRM is shown in Figure 4. The TRM includes a broad set of service 
areas and interface relationships that are used to increase interoperability and compatibility across 
USPTO systems and promote software reuse.
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Figure 4. USPTO TRM Service Areas

The first version of the USPTO TRM was published in November 1995. It was based on open 
system standards identified in the Department of Defense (DoD) Technical Architecture 
Framework for Information Management (TAFIM) and the National Institute of Standards and 
Technology (NIST) Application Portability Profile (APP), as well as de facto industry standards. 
Further tailoring was performed to include service areas, standards, and products needed to meet 
USPTO-unique requirements, in particular, for Document Management and Full-Text Search.

The USPTO TRM is an evolving entity that is maintained throughout each year and republished 
annually. The strategic direction reflected in the TRM is formally established by the CIO and is 
subject to Technical Review Board (TRB) and Software Engineering Process Group (SEPG) 
approvals. Transition from the Current to the Target Architecture is supported by revising and 
adding new service areas, standards, and products to the TRM. The USPTO SITP is used to 
establish the priorities for TRM service areas needed to support mission-critical business system 
development.

Results/Findings

Through implementation of the IT Management Framework and TRM, USPTO has made 
measurable progress towards the objectives shown in Figure 1. A full and complete discussion of 
results is provided in the USPTO publication, Business Case: Managed Information Technology 
Infrastructure. Among the important benefits realized by USPTO are:

• An improved blueprint for managing the evolution of IT in response to changing business 
needs
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• More cost-effective IT-related expenditures due to standardization and an improved 
understanding of the relationship of IT to USPTO strategic and business goals

• Enhanced information flow through the USPTO enterprise and with external customers 
and organizations

• A proven foundation to help meet future IT challenges faced by USPTO, such as security, 
e-commerce, 24x7 operations, and on-line backup and recovery.

USPTO studies have quantified significant economic benefits. Between fiscal year (FY) 1996 and 
FY 2000, USPTO achieved a "one-time" savings of $31.7 million and recurring annual savings of 
approximately $32.1 million. Cost savings have been achieved due to a range of factors, including 
migration to a common open system environment with common infrastructure components and 
services, better management of the life cycle of hardware and software, improved user 
productivity, and reduced IT training requirements. The number of brands of desktop 
workstations, for example, has been reduced from 300 to less than 10, resulting in cost savings for 
both procurement and maintenance.

USPTO also has a significantly lower Total Cost of Ownership (TCO) for Desktop Workstations 
as compared to industry average. USPTO's five-year TCO for Desktop Workstations is just under 
$32,000. A November 1998 Gartner Group study found that the five-year Desktop Workstation 
TCO for private industry was $44,250.

Moreover, as illustrated in Figure 5, USPTO's improved understanding of the relationship of IT to 
business goals has allowed USPTO to maintain business production capabilities in response to 
increasing workloads. Note the significant increases in IT Workload and Search Data Base size 
accommodated by relatively small proportional increases in IT investment.

Between FY 1996 and FY 2000, USPTO experienced a 90 percent increase in patent image 
searching, 81 percent increase in patent/trademark text searching, and a three-fold increase in the 
size of patent/trademark search databases. Over the period FY 1996–99, USPTO also experienced 
a 70 percent increase in patent/trademark business transaction processing. These significant 
increases have been accommodated by stable IT investment expenditures.
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Figure 5. USPTO IT Investments vs. IT Workload and Data Base Size

USPTO has also improved development efficiency through reuse of software components and 
designs, resource sharing, and the promulgation of standard data elements. According to USPTO 
studies, four AISs alone—Order Entry Management System (OEMS), Patent Application 
Location and Monitoring (PALM), Patent Cooperation Treaty Operations Workflow and 
Electronic Review (POWER), and Trademark Reporting and Monitoring, Advanced 
(TRAM++)—together used 291 standard data elements, thereby saving a total of more than 
$90,000 in development costs.

Finally, the TRM has improved interoperability of USPTO systems by creating stable, directed 
technical environments that allow standards and processes to be defined and applied effectively 
and then quickly automated. For example, templates of messaging and security components were 
developed and subsequently used in the implementation of multiple AISs. Interoperability was 
achieved through business-level infrastructure components. The components represent a one-time 
development effort that can be reused. Subsequent systems merely interface to the components. 
As these components continue to be reused, redundant legacy data stores can be retired, along 
with the complex mapping and interfacing software that is now used to keep the data stores 
synchronized.

Conclusions

As the results and findings presented in Section 5 clearly demonstrate, USPTO's IT Management 
Framework and TRM have proven very effective in meeting objectives and providing a 
mechanism for IT governance. However, USPTO learned several valuable lessons during this 
process and is developing strategies and approaches to make the IT Management Framework and 
TRM even more effective.
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Organizational Responsibilities

Teamwork is essential to delivering quality systems on time and within budget. USPTO's 
paradigm features close coordination and partnership between the business areas and OCIO. Each 
business area identifies and prioritizes "what needs to be done" in terms of business functions and 
performance goals. OCIO identifies how IT can be applied to help the business area achieve 
results while maintaining efficient and effective IT operations throughout USPTO. At USPTO the 
OCIO organization includes divisions responsible for developing High-Level Architectures; 
reviewing AIS technical designs; evolving the architecture for the USPTO-wide IT infrastructure; 
and evaluating and incorporating emerging technologies, standards, and products into the USPTO 
TRM.

TRM Evolution

Because of the rapid rate of technological change and advancement, the TRM will not always 
have standards and products defined in advance. It must evolve. In the areas of security and Web 
technologies, for example, innovative new strategies and products regularly emerge. In the past at 
USPTO, standards and products selection in these rapidly changing areas was influenced more by 
the particular individual system that happened to "get there first" than by an enterprise-wide 
assessment. This resulted in inconsistencies and selections that, in retrospect, may not have been 
optimal.

To address this, OCIO has established Technology Working Groups (TWGs) to focus on specific 
emerging and enabling technology areas of importance to USPTO (e.g., Security, Web, 
Middleware, and Backup and Recovery). TWG members are Subject Matter Experts (SMEs) 
from across the enterprise, who provide input on strategic direction and make specific TRM 
recommendations regarding service areas, standards, and products.

IT Architecture Information Dissemination

It is more important than ever that all employees within an enterprise gain a better understanding 
of the enterprise IT Architecture and the critical relationship of IT to strategic and business goals. 
USPTO provides training on the role of the IT Architecture for developers and managers. To 
provide a conveniently accessible mechanism for promulgating this information, OCIO also 
deployed a Web site that presents the USPTO IT Architecture in the context of the Federal 
Enterprise Architecture Framework.

Starting at the top level of the framework, shown in Figure 2, users can "drill down" to more 
detailed information on the business, data, applications, and technology infrastructure 
components of the USPTO IT Architecture. The Web site has been operational on the USPTO 
Intranet since early 2000. In late 2000 OCIO deployed an Internet version of the USPTO IT 
Architecture Web site that is accessible to the general public (URL: http://www.uspto.gov/web/
offices/cio/osae/sad/ita/index.html). To make this mechanism even more effective and useful, 
OCIO plans to increase the breadth of IT Architecture information available via the Web and to 
comply with new Federal requirements (known as "Section 508") to make USPTO web pages 
more accessible to people with disabilities.
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IT Architecture Maturity

In recognition of the importance of effectively implementing IT Architectures, DoC recently 
introduced a methodology for assessing the IT processes used by its agencies. This methodology, 
known as the Department of Commerce IT Architecture Capability Maturity Model (CMM), is an 
aid for conducting such assessments. The CMM is used to spotlight processes requiring 
improvement and provide a defined path toward that improvement. The DoC IT Architecture 
CMM includes six levels ranging from 0 (No IT Architecture Program) to 5 (Optimizing – 
Continuous Improvement of the IT Architecture Process). USPTO will continue to actively 
support DoC IT initiatives, such as the IT Architecture CMM, and strive to continuously improve 
its IT Architecture processes.
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Acronyms

AIS Automated Information System

API Application Program Interface

APP Application Portability Profile

CIO Chief Information Officer

CMM Capability Maturity Model

COTS Commercial-Off-the-Shelf

DoC Department of Commerce

DoD Department of Defense

EEI External Environment Interface

FY Fiscal Year
IT Information Technology

LCM Life Cycle Management

NIST National Institute of Standards and Technology

OCIO Office of the Chief Information Officer

OEMS Order Entry Management System

PALM Patent Application Location and Monitoring

POWER Patent Cooperation Treaty Operations Workflow and Electronic Review

SEPG Software Engineering Process Group

SITP Strategic Information Technology Plan

SME Subject Matter Expert

TAFIM Technical Architecture Framework for Information Management
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Case Study 7: Mapping of JTA Version 3.1 Core Standards to TRM Version 1.0 
Services and Interfaces

   The Aerospace Corporation

Introduction

According to the DoD Joint Technical Architecture, "The JTA is structured into service areas 
based on the DoD Technical Reference Model." Because of the evolutionary nature of these two 
documents, developing a detailed mapping of the JTA standards to both service areas and 
interfaces as defined in the TRM can provide insight into ways to improve both documents in 
order to make them easier to understand and apply to DoD Information Technology systems. 
Also, a detailed mapping provides a reference correlation between the JTA standards and the 
TRM services and interfaces. A software developer required to implement a JTA-compliant 
system can utilize this correlation to determine what JTA standards are available for specific 
services. Finally, the principles used in developing the mapping form the basis of a valuable case 
study in the application of the TRM. 

The document from which this case study is excerpted contains a mapping of the JTA core 
standards to the TRM services and interfaces. With some noted exceptions, all of the standards 
referenced in the JTA core are mapped to one or more services and/or one or more interfaces 
defined in the TRM, using the definitions of the services and interfaces in TRM Version 1.0. Our 
understanding of the definitions of the service areas and interfaces defined in the TRM has 
evolved as a consequence of the process of doing this mapping, but there are still some 
ambiguities raised and not resolved. Section 2 of this case study provides a list of the principles 
used in performing the mapping, and a discussion of the issues that arose in interpreting the TRM 
in various situations. Examples are provided. 

Mapping Principles and Issues

This section describes the guidelines that evolved in the process of mapping from the JTA 
standards to TRM service areas and interfaces. For some standards, the authors could not 
determine definitively, either from the JTA write-up or from any documentation freely available 
about the standard, whether any services are identified in the standard, and/or whether any 
interfaces are specified. In these cases, the authors made a preliminary assessment based on 
whatever information was available.

Some of the situations encountered in mapping JTA standards to the TRM are listed below. For 
convenience, the situations are grouped into categories.   Most of the standards fell into one of the 
categories described under General Cases below. The remaining subsections describe the other 
categories of standards, with a description of the approaches used to resolve the mapping for each.

1. General Cases
The most straightforward mapping is when a standard clearly identifies a service 
described in the TRM, including both the interfaces to it and its behavior. We consid-
ered this to be the nominal case. In this case, the standard was mapped to the appropri-
ate TRM service area and also to a direct interface, generally 3D or 4D depending on 
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the layer in which the service resides. In most cases, direct interfaces are provided by a 
service in one layer to user services in the layer above it. To illustrate, a 4D Interface is 
used by applications in Layer 4 to access services provided in Layer 3; a 3D Interface 
provides services to Layer 3 from services provided in Layer 2; and similarly for the 
other interfaces. However, in some situations, standards which mapped to services in 
the Application Platform Entity provided interfaces to other services in the same layer; 
those standards were mapped to the 3X Interface instead of the 4D Interface. Note: one 
corollary of this process is that a mapping to a direct interface cannot exist without a 
corresponding mapping to a service area. (Ex: 2.2.2.2.1.3 ISO/ IEC 9075-3 -1995 
Information Technology - Database Languages – SQL mapped to Data Management 
Services and 4D Interface; 2.2.2.2.1.4.5.1.1 ANSI/SMPTE 292M-1998, Television - 
Bit-Serial Digital Interface for High-Definition Television Systems mapped to Physi-
cal Environment Services and 3D Interface; 2.2.2.2.1.11.2 OMG document orbos/ 98-
06-01, CORBA services DCE/ CORBA Internetworking Service mapped to Distrib-
uted Computing Services and 3X Interface.) 

Some of the standards mapped to two or more different services, particularly the Infor-
mation Security standards and the Distributed System standards. The Information 
Security standards were considered to map to the Security Services, even though there 
may not be any actual services identified or any interfaces specified in the standard. 
Then, depending on the standard, there might be an additional service identified, and/
or interfaces specified. Similarly, Distributed System standards were typically mapped 
to both Distributed Computing Services and also to whatever other service the particu-
lar standard identified. (Ex: 2.6.2.2.2.2.2 IETF RFC-1510,The Kerberos Network 
Authentication Service mapped to Security Services, Communication Services and 4D 
Interface; 2.2.3.1 ISO/IEC 9579: 1999 Information Technology – Remote Database 
Access for SQL mapped to Distributed Services, Data Management Services and 4D 
Interface.)

In general, standards that specify protocols were mapped to the Communication Ser-
vices at the Application Platform Entity layer; if a standard also specifies an interface, 
then it was also mapped to direct interfaces, logical interfaces, or both. (Ex: 
2.3.2.1.1.1.1 IETF Standard 10/ RFC-821/ RFC-1869/ RFC-1870, Simple Mail Trans-
fer Protocol (SMTP) Service Extensions mapped to Communications Services and 4D 
Interface; 2.3.2.1.1.1.6 IETF RFC-951, Bootstrap Protocol mapped to Communication 
Services and 3L Interface; 2.3.2.1.1.1.2.2 IETF RFC- 777, Lightweight Directory Pro-
tocol (LDAP) mapped to Communication Services, and 4D and 3L Interfaces.)

2. Design Considerations

Some JTA standards do not identify any services defined in the TRM, nor specify any 
direct or logical interfaces. Rather, these standards specify processes, procedures, and/
or guidelines for a person to follow in designing a system. We mapped this type of 
standard to what we tentatively refer to as Design Considerations. The main example 
of this type of standard is a user’s or programmer’s guide. Most of the standards that 
were mapped to Design Considerations were not also mapped to any TRM service 
areas or interfaces, but there were some exceptions: there were some multi-volume 
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standards, where some volumes identified a service and/or interface, and another spec-
ified guidelines or procedures; also, some of the standards from JTA Section 2.6 
(Security Standards) specified programmer guidelines, although they were considered 
to map to security services. This kind of standard was mapped to Design Consider-
ations in addition to whatever other mapping was appropriate. Suggestions for other 
ways of dealing with these JTA standards are solicited. (Ex: 2.2.2.2.1.2 M021 CDE 
2.1/ Motif 2.1 User’s Guide mapped to Design Considerations; 2.3.2.1.1.1.1 IETF 
RFCs 2045-2049, Multipurpose Internet Mail Extensions (MIME) mapped to Com-
munication Services, Design Considerations, and 4L Interface; 2.6.2.3.1.1 FIPS-PUB 
140-1, Security Requirements for Cryptographic Modules mapped to Security Ser-
vices and Design Considerations.)

3. Data and Data Formats

Standards that specify data formats are mapped to logical interfaces because they 
specify the format to be used for the exchange of information, usually between ser-
vices in the same layer. In the case of human-readable formats, there may be no rela-
tionships specified in the standard between services, but they were still mapped to the 
4L Interface. (Ex: 2.3.2.1.1.1.8.2 IETF RFC-1738, Uniform Resource Locators 
mapped to the 4L Interface; 2.4.2.5.2.2 MIL-STD-6040, United States Message Text 
Format (USMTF), mapped to the 4L Interface.)

In some cases, the standard specifies a data format whose purpose is included in the 
description of a service in the TRM, even though the standard does not specify any 
behavior. In these cases, the relevant TRM service area is cited, even though there are 
no direct interfaces specified. (Ex: 2.3.2.1.1.1.2.1 ITU-T X.500, The Directory -Over-
view of Concepts, Models, and Services - Data Communication Networks Directory 
mapped to Communication Services and 4L Interface; 2.6.2.3.1.1.2 MIL-STD-2045-
48501, Common Security Label mapped to Security Services and 3L Interface.) 

Standards that specified data content were mapped to the 4L Interface because this 
seemed like the closest fit, since the data format was also specified. A special case of 
that type of standard are standards that specify character sets. These standards were 
mapped only to the 4L Interface, since they specify a format for the representation of 
characters, even though, in the JTA, they are listed under a TRM service area such as 
Internationalization. (Ex: 2.2.2.2.1.4.3 FIPS PUB 10-4, Countries, Dependencies, 
Areas of Special Sovereignty, and Their Principal Administrative Division mapped to 
the 4L Interface; 2.2.2.2.1.8 ANSI/ISO 8859-1:1987, Information Processing – 8- Bit 
Single Byte Coded Character Sets, Part 1: Latin Alphabet No. 1 mapped to the 4L 
Interface.)

4. Other Cases

Standards that only specify algorithms are considered to map to logical interfaces 
because no services or direct interfaces were specified in the standard. (Ex: 
2.2.2.2.1.4.4 MIL-STD-188-196, Bi-Level Image Compression for the National Imag-
ery Transmission Format Standard mapped to the 4L Interface)
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Standards that specify communication transmission formats, such as those in JTA Sec-
tion 2.3.2.3, also identify Communication Infrastructure services. Since the standard 
specifies the interface to the communications link itself, not the data transmitted across 
it, it was mapped to the External Environment Entity. This type of standard also 
mapped to an associated 1D Interface. (Ex: 2.3.2.3.1.1.1 MIL-STD-188-181B, 
Interoperability Standard for Single Access 5-kHz and 25-kHz UHF Satellite Commu-
nications Channels mapped to External Environment Entity and 1D Interface.)

The Java Virtual Machine allows applications to run on a variety of platforms without 
the need to rewrite or recompile the application. The standard that specifies the Java 
Virtual Machine was mapped to the Software Engineering Services because it 
describes a platform that enables Java applications to run on any computer without 
rewriting or recompiling; and to the 3X Interface because it contains a description of 
the interfaces required for compiled bytecode to invoke the JVM services.(Ex: 
2.2.3.4.2 Java Virtual Machine (JVM) mapped to the Software Engineering Services 
and the 3X Interface)
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Some sample mappings of the JTA to the DoD TRM, excerpted from the complete mapping document, follow:

2.2.2.2.1. 3
Data
Management
Services

ISO/ IEC 9075: 1992, 
Information Technology -
Database Language - 
SQL, as modified by 
FIPS PUB 127- 2: 1993, 
Database Language for 
Relational DBMS (Entry 
Level SQL)

Application Platform 
Entity - Data Manage-
ment Services 
and 
4D Interface

This standard maps to the Data 
Management Services because it 
describes a database management 
language.  This standard maps to the 
4D Interface because it provides the 
ability to retrieve information from an 
RDBMS using SQL.

²  These services support the definition, storage, and retrieval of 
data elements from Database Management Systems 
(DBMSs). [JTA]

²  Database management system services, which provide data 
administration, managed objects functionality, and controlled 
access to, and modification of, structured data. … DBMS 
services are accessible through a programming language 
interface, an interactive data manipulation language inter-
face such as SQL, or an interactive/fourth-generation lan-
guage interface. [TRM]

²  Direct Interface: transfer of information [TRM]

ISO/ IEC 9075- 3 - 1995 
Information Technology -
Database Languages - 
SQL - Part 3: Call- Level 
Interface (SQL/ CLI)

Application Platform 
Entity - Data Manage-
ment Services 
and
4D Interface

This standard maps to the Data 
Management Services because it 
describes a database management 
language.  This standard maps to the 
4D Interface because the TRM 
defines API’s to be 4D Interfaces.

²  The SQL/Call Level Interface (CLI) addendum to the SQL 
standard provides a standard CLI between database appli-
cation clients and database servers. The following API is 
mandated for both database application clients and data-
base servers. [JTA]

²  Database management system services, which provide data 
administration, managed objects functionality, and controlled 
access to, and modification of, structured data. … DBMS 
services are accessible through a programming language 
interface, an interactive data manipulation language inter-
face such as SQL, or an interactive/fourth-generation lan-
guage interface. [TRM]

²  The API is defined as the interface between the application 
software and the application platform across which all ser-
vices are provided. [TRM]

²  Direct Interface: transfer of information [TRM]

2.2.2.2.1. 4.1
Document
Interchange

ISO 8879: 1986, 
Standard Generalized 
Markup Language 
(SGML), with 
Amendment 1, 1988

4L Interface This standard maps to the 4L Inter-
face because it describes the rules 
for applying a system of markup tags.
 

²  SGML is a meta-language, providing the rules for designing 
and applying a system of markup tags rather than the spe-
cific set of tags. [JTA]

²  Logical Interface: supports understanding of information [TRM]
²  Layer 4: Applications Software layer. [TRM]
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HTML 4.0 Specification, 
W3C Recommendation, 
revised 24- Apr- 1998, 
Rec- html40- 19980424.

4L Interface 
 

This standard maps to the 4L 
Interface because it contains a 
specification for representing 
structural, presentational, and 
semantic information in combination 
with the contents of the document.  

²  For hypertext documents intended to be interchanged via the 
Web or made available via organizational intranets …. [JTA]

²  Logical Interface: supports understanding of information [TRM]
²  Layer 4: Applications Software layer. [TRM]
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JTA Section & 
Service Area

Currently Mandated 
Standard

TRM Mapping Mapping Justification Notes

2.4.2.1
Activity
Modeling

IEEE 1320.1- 1998, 
IEEE Standard for 
Functional Modeling 
Language— Syntax and 
Semantics for IDEF0.

Application Soft-
ware Entity - Engi-
neering Support 
and
4L Interface

This standard describes a modeling 
language. Modeling is included in the 
Engineering Support service of the 
TRM.  This standard does not map to 
any direct interfaces because its 
services are not used directly by 
Mission Applications components. This 
standard maps to the 4L Interface 
because it describes modeling 
language semantics and syntax for 
developing structured graphical 
representations to assist in the analysis 
of the system.

²  IEEE P1320.1, IDEF0 Function Modeling, is the standard that 
describes the IDEF0 modeling language semantics and syn-
tax, as well as associated rules and techniques, for developing 
structured graphical representations of a system or enterprise. 
[JTA]

²  Modeling and simulation services provide the capability to cap-
ture or set object characteristics or attributes and parameters 
of a system of objects, and to portray the relationships and 
interactions of the objects to assist in the analysis of the sys-
tem. [TRM]

²  Logical Interface: supports understanding of information [TRM]
²  Layer 4: Applications Software layer. [TRM]

2.4.2.2
Data Modeling

DoD Manual 8320.1- M- 
1, DoD Data 
Standardization 
Procedures, April 1998 
(which mandates the 
use of the DDM).

Design Consider-
ations 

This standard maps to Design 
Considerations because it contains 
guidelines and procedures related to 
the approval, development and 
maintenance of common data 
standards. 

²  The activities addressed in this manual include the identification, 
development, review, approval, implementation, and 
maintenance of data standards.  [http://www-
datadmn.itsi.disa.mil/8320_1m1.html]

FIPS PUB 184, 
Integration Definition for 
Information Modeling 
(IDEF1X), December 
1993

Application Soft-
ware Entity - Engi-
neering Support 
and
4L Interface

This standard describes a modeling 
language. Modeling is included in the 
Engineering Support service of the 
TRM. This standard does not map to 
any direct interfaces because its 
services are not used directly by 
Mission Applications components. This 
standard maps to the 4L Interface 
because it describes modeling 
language semantics and syntax for 
developing a logical model of data to 
assist in the analysis of the system.

²  FIPS PUB 184 is the standard that describes the IDEF1X model-
ing language (semantics and syntax) and associated rules and 
techniques for developing a logical model of data. [JTA]

²  Modeling and simulation services provide the capability to cap-
ture or set object characteristics or attributes and parameters 
of a system of objects, and to portray the relationships and 
interactions of the objects to assist in the analysis of the sys-
tem. [TRM]

²  Logical Interface: supports understanding of information [TRM]
²  Layer 4: Applications Software layer. [TRM]
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2.4.2.3
DoD Data Model
Implementation

DoD Manual 8320.1- M- 
1, DoD Data 
Standardization 
Procedures, April 1998

Design Consider-
ations 

This standard maps to Design 
Considerations because it contains 
guidelines and procedures related to 
the approval, development and 
maintenance of common data 
standards.

²  The activities addressed in this manual include the identification, 
development, review, approval, implementation, and 
maintenance of data standards. [http://www-
datadmn.itsi.disa.mil/8320_1m1.html]

JTA Section & 
Service Area

Currently Mandated 
Standard

TRM Mapping  Mapping Justification Notes

2.6.2.2.1
Application
Software Entity
Security
Standards

DoD 5200.28- STD, The 
Department of Defense 
Trusted Computer 
System Evaluation 
Criteria, December 1985

Application Platform 
Entity- Security 
Services and Design 
Considerations

The TCSEC provides a standard for 
security features, and more importantly, 
system assurance.  It covers product 
development and influences application 
software development.  It maps to the 
Security Services because it addresses 
security requirements for application 
software from the acquisition stage 
through the development phase.  It also 
maps to Design Considerations 
because it provides developers with cri-
teria for a system's security features. 

²  To provide a standard to manufacturers as to what security fea-
tures to build…To provide DoD components with a metric with 
which to evaluate the degree of trust that can be placed in com-
puter systems for the secure processing… To provide a basis for 
specifying security requirements in acquisition specifications. … 
The trusted computer system evaluation criteria will be used 
directly and indirectly in the certification process. [http://
www.radium.ncsc.mil/tpep/library/rainbow/5200.28-STD.pdf]

²  The DGSA identifies the following security services that may need 
to be provided through implementations in information system 
components.… Authentication service … Access control … 
Integrity service … Confidentiality service … Non-repudiation 
services … Availability service … System management services 
… Security labeling … Information security management 
services [TRM]
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NCSC-TG- 021, Version 
1, Trusted Database 
Management System 
Interpretation, April 1991

Application Platform 
Entity- Security Ser-
vices,  Application 
Software Entity - 
Database Utilities, 
and Design Consid-
erations

This standard maps to the Security 
Services because it provides technical 
guidance in specifying and identifying 
system security, particularly for 
database management systems. It is 
mapped to the Database Utilities for this 
paragraph since it defines aspects of 
the services in this service area. Since it 
defines criteria and guidelines for 
implementing a secure database 
system, it is also mapped to Design 
Considerations.

²  The interpretations in this document are intended to be used in 
conjunction with the TCSEC itself; they apply to application-ori-
ented software systems in general, and database management 
systems (DBMSs) in particular. Although the interpretations, as 
noted, are general enough to apply to any software system 
which supports sharing and needs to enforce access control 
(e.g., transaction processing systems, electronic mail systems), 
in the interest of simplicity, the discussion, and thus the terminol-
ogy, will be directed toward DBMSs. [http://
www.radium.ncsc.mil/tpep/library/rainbow/NCSC-TG-021.txt]

²  The DGSA identifies the following security services that may need 
to be provided through implementations in information system 
components.… Authentication service … Access control … 
Integrity service … Confidentiality service … Non-repudiation 
services … Availability service … System management services 
… Security labeling … Information security management ser-
vices [TRM]

²  Database utility services provide the capability to retrieve, 
organize, and manipulate data extracted from a database 
management system. [TRM] 

FORTEZZA Application 
Implementers’ Guide, 
MD4002101- 1. 52, 5 
March 1996

Application Platform 
Entity - Security Ser-
vices
and
4D Interface

This guide defines security services as 
defined in the TRM, so it is mapped to 
Security Services.  This standard maps 
to the 4D Interface because it defines 
interfaces that can be used by an 
application to invoke the services 
provided by the Fortezza card. 

²  This document appears to be a guide and complements the 
FORTEZZA Cryptologic Interface Programmers’ Guide.  Since 
the document is export-controlled, no direct quotes were taken 
from the document.

²  Confidentiality service ensures that data are not made available or 
disclosed to unauthorized individuals or computer processes 
through the use of data encryption, security association, and key 
management. [TRM]

²  Direct Interface: transfer of information [TRM]

FORTEZZA Cryptologic 
Interface Programmers’ 
Guide, MD4000501- 1. 
52, 20 October 1997.

Application Platform 
Entity - Security Ser-
vices
and
4D Interface

This standard maps to the Security 
Services because the Fortezza 
technology uses cryptography to 
provide a confidentiality service. This 
standard maps to the 4D Interface 
because it describes a set of C based 
interfaces that can be used to access 
the services of the Fortezza card.

²  This document defines the commands of the Fortezza Cryptologic 
Interface (CI) Library. The CI Library provides the software 
developer with an interface to the Fortezza Crypto Card (hereaf-
ter referred to as the “Card”) while isolating the developer from 
the cryptologic details of the Card. [http://www.armadillo.hunts-
ville.al.us/Fortezza_docs/cipg152.pdf]

²  Confidentiality service ensures that data are not made available or 
disclosed to unauthorized individuals or computer processes 
through the use of data encryption, security association, and key 
management. [TRM]

²  Direct Interface: transfer of information [TRM]
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2.6.2.2.2.1
Data
Management
Services

NCSC- TG- 021, Version 
1, Trusted Database 
Management System 
Interpretation, April 1991

Application Platform 
Entity- Security Ser-
vices 
and
Application Platform 
Entity - Data Man-
agement Services 
and Design Consid-
erations

This standard maps to the Security 
Services because it provides technical 
guidance in specifying and identifying 
system security, particularly for 
database management systems It 
maps to the Data Management 
Services because this JTA paragraph 
defines services for database 
management. This standard maps to 
the Design Considerations because it 
defines criteria and guidelines for 
implementing a secure database 
system.

²  The interpretations in this document are intended to be used in 
conjunction with the TCSEC itself; they apply to application-ori-
ented software systems in general, and database management 
systems (DBMSs) in particular. Although the interpretations, as 
noted, are general enough to apply to any software system 
which supports sharing and needs to enforce access control 
(e.g., transaction processing systems, electronic mail systems), 
in the interest of simplicity, the discussion, and thus the terminol-
ogy, will be directed toward DBMSs. [http://
www.radium.ncsc.mil/tpep/library/rainbow/NCSC-TG-021.txt]

²  The DGSA identifies the following security services that may need 
to be provided through implementations in information system 
components.… Authentication service … Access control … 
Integrity service … Confidentiality service … Non-repudiation 
services … Availability service … System management services 
… Security labeling … Information security management ser-
vices [TRM]

²  Central to most systems is the management of data that can be 
defined independently of the processes that create or use it, 
maintained indefinitely, and shared among many processes. 
[TRM] 
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